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The .Effect of Internal Solidification 
on Turbulent Flow Heat Transfer 
and Pressure Drop in a Horizontal 

ube 
A simple analysis of the steady-state heat transfer and pressure drop in turbulent flow in 
a tube is presented for the case involving a "thin," steady-state frozen deposit on the in­
side tube wall. Sparrow-Hallman-Siegel type internal flow convective heat transfer ex­
pressions and Blasius type pressure drop expressions are employed while neglecting sec­
ond order interface curvature effects. Experimental heat transfer and pressure drop data 
are presented for comparison. It is shown that simple analyses of the type developed can 
be used to predict heat transfer and pressure drop in tube flow under freezing conditions 
and that, for the experimental conditions tested, basic agreement between theory and ex­
periment was obtained. It is also shown experimentally that small nonuniformities in wall 
temperature can produce wide variations in pressure drop when a frozen layer exists 
within a tube. 

Introduction 

Melting and freezing problems commonly occur in a wide variety 
of processes and situations which involve fluid flow and heat transfer. 
Fundamentally, these phase change problems have in common a 
characteristic nonlinearity which complicates their analysis and which 
renders each problem somewhat unique. In addition, sometimes 
complicated and oftentimes perplexing physical phenomena occur 
in the melting-freezing process which invalidate conventional anal­
yses. A variety of studies dealing with the analytical as well as ex­
perimental aspects of particular problems have appeared in the lit­
erature over the past decade. Good summaries of these have been 
published by Muehlbauer and Sunderland [1], Boley [2], Bankoff [3], 
and Gilpin [4], A survey of some of the more recent literature was 
carried out by Shamsunder and Sparrow [5]. 

Those melting-freezing problems involving internal flow often 
present unusually troublesome modeling and analytical difficulties, 
especially when natural convection and supercooling are significant 
superimposed mechanisms. In some cases of supercooling, it has been 
shown [4] that an annular phase differentiation does not even exist 
but, instead, a dendritic matrix occludes the flow area. The impor-

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 
22,1977. 

tance of these internal problems was recognized as early as 1916 when 
Brush [6] pointed out some general freezing characteristics of water 
mains. It has only been in recent years, however, that they have re­
ceived substantial development. In cases of relatively large flow rate 
and liquid phase superheat, wherein an annular growth might be 
expected for most liquids, most of the work has been directed to the 
laminar flow case. Some early one-dimensional analyses applicable 
to annular freezing in laminar tube flow were presented by London 
and Seban [7], Foots [8], and Hirshburg [9]/ In 1968 Zerkle and 
Sunderland [10] published an important analytical and experimental 
investigation of thermal entrance region annular freezing in laminar 
tube flow, wherein the steady-state problem was reduced to the 
classical Graetz problem. Experimental studies of freezing in thermal 
entrance region laminar flow were also recently carried out by Depew 
and Zenter [11] and Mulligan and Jones [12]. DesRuisseaux and 
Zerkle [13] used the results of [10] to show how one can predict the 
overall system conditions which will lead to the blockage of a laminar 
flow in a tube with a simple entrance and entrance length and with 
a prescribed static pressure at the exit. They also considered the 
procedures which would be involved in the prediction of blockage 
conditions for other upstream flow systems. The transient flow 
characteristics preceding the blockage, however, were not consid­
ered. 

As indicated, most of the work on internal flow with annular 
freezing has addressed the freezing process in laminar flow. However, 
many internal flow problems involve fluid flow which is turbulent in 
nature and, specifically, little exists in the literature to indicate the 
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effects of turbulent flow on freezing in tubes. The material presented 
here represents the results of a study of the internal annular freezing 
in the thermal entrance region of a cooled horizontal tube when the 
flow is steady, hydrodynamically fully developed and turbulent. The 
development of an approximate analysis which is relatively simple 
and direct is outlined, along with the results of its use in predicting 
the steady-state heat transfer and pressure drop. Experimental heat 
transfer and pressure drop data are presented for comparison. 

A n a l y s i s 
The inlet flow is assumed to be of uniform temperature, greater 

than the freezing temperature, and to be hydrodynamically fully 
developed at the entrance where the cooling begins. The tube wall 
temperature is taken to be uniform, constant, and lower than the 
freezing temperature of the liquid. The bulk temperature of the liquid 
decreases as it flows down the tube, promoting solidification and thus 
causing the thickness of the frozen shell to increase with distance down 
the tube. This change in flow area results in an acceleration of the fluid 
and produces a two-dimensional velocity distribution. The steady-
state interface profile exists primarily as a result of the liquid phase 
superheat at the entrance. Without this superheat, the tube would 
freeze solid. A sketch of the process is shown in Fig. 1. 

For purposes of the theoretical analysis, the following initial as­
sumptions are made: 

1 The flow is steady, axisymmetric, fully developed hydrody­
namically, turbulent, and of uniform temperature at the entrance to 
the cooling section of the tube. 

2 The fluid is incompressible and Newtonian, the properties of 
both phases are constant, and their densities assumed equal and 
evaluated at saturated liquid conditions. The fluid Prandtl number 
is assumed to be in the intermediate range and evaluated at the tube 
inlet conditions. 

3 Radiation, free convection, viscous dissipation, and body forces 
are negligible. Also, it is assumed that the fluid acceleration is not 
sufficiently strong to influence the structure of the turbulent flow. 

4 The temperature at the liquid-solid interface is equal to the 
freezing temperature. 

5 The wall temperature is uniform, constant, and below the 
freezing temperature of the liquid. 

6 The tube wall has negligible thermal resistance. 
With these assumptions, the standard equations governing con-

Fig. 1 Illustration of freezing section entrance and steady-state frozen shell 
profile 

servation of mass (continuity) and linear momentum for the liquid 
phase, the heat conduction in the solid phase, and the convective heat 
transfer in the interior liquid phase can be formulated and applied 
in the usual way. The interfacial radial heat transfer coupling can be 
expressed as 

, i>T,\ I 
-ks ~ qe\ = 0 

dr \r=i \r=i 

The boundary conditions at r = 0 for z > 0 are 

dr dr 

(1) 

(2) 

and at r = &(z) and z > 0 

u2 = ur = 0, T£ = Ts = Tf 

At the tube wall, r = rw and z > 0 

TS = TW< Tf 

and at the entrance, 2 = 0 and 0 < r < rw 

T( = To = constant, vr = 0 

vz = Fully developed turbulent flow 

velocity profile 

It was shown by Zerkle and Sunderland [10] that the growth of an 

(3) 

(4) 

(5a) 

(5b) 

-—————^Nomenclature—-——»••—. 
c = specific heat of the liquid 
D = inside diameter of tube 
g = acceleration of gravity 
Gz = Graetz number, Re-Pr-D/L 
h = mean heat transfer coefficient based on 

arithmetic mean of inlet and exit, bulk 
temperatures, Q/irDL[(TM + Tbe)l2 -
Tf] 

hz = local convective heat transfer coeffi­
cient, qifl(Tb - Tf) 

hp = total pressure head, Pip + u2
2/2 

hp = radially averaged total pressure head 
h* = nondimensional radially averaged total 

pressure drop in test section, (hpo — hp)-
z*/PB 

All = difference in upstream and downstream 
reservoir liquid levels 

k = thermal conductivity 
L = length of test section 
m = mass flow rate 
Nu = mean Nusselt number based on tube 

diameter, hD/ke 
Nu2 = local Nusselt number, hz(2b)lkg 
Nu„ = fully developed asymptotic Nusselt 

number 
P = static pressure 

PB = pressure drop based on mean inlet ve­
locity and diameter and calculated using 
Blasius friction relationship 

Pr = Prandtl number, via 
P* = nondimensional test section static 

pressure drop, (Po _ Pe)/(pV2/2) 
q = heat flux 
qif = interface heat flux 
q* = nondimensional rate of heat transfer, 

(TbQ-Tbe)l{TM~T,) 
Q = total rate of heat transfer 
r = radial coordinate 
Rer> = inlet Reynolds number based on tube 

diameter, VD/v 
Re2s = local Reynolds number based on the 

diameter of the ice interface, vz {2b)/n 
T = temperature 
Tb = bulk liquid temperature 
Tb = mean bulk temperature, (Tb0 + 

Tbe)l2 
Tf = freezing temperature 
Tm* = nondimensional wall temperature 

parameter, ks(T/ - Tw)lk((Tb0 - Tf) 
v = velocity 
vz = radial mean of axial velocity compo­

nent 

V = mean inlet velocity at z < 0 
2 = axial position coordinate 
z* = nondimensional axial position, 4z/(D-

Reo-Pr) 
a = thermal diffusivity of the liquid 
5 = radius of the solid phase interface 
5* = nondimensional solid phase interface 

radius, 8/rw 

v = kinematic viscosity 
6* = nondimensional liquid phase tempera­

ture, defined in equation (14a) 
p = fluid density 
rrz = axial component of liquid shear stress 
Tif = fluid shear stress at solid-liquid inter­

face 

Subscripts 

e = evaluated at tube exit conditions 
£ = refers to the liquid phase 
0 = refers to conditions at the freezing section 

inlet 
r = component in the radial direction 
s = refers to the solid phase 
w = evaluated at the tube wall 
z = refers to axial component as well as des­

ignating axial position dependence 
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ice shell initiated in a flowing liquid in a tube is smooth and gradual. 
Since the LID of a tube is relatively large, the change in the thickness 
of the shell with respect to change in axial position is small, that is 
oildz is of a small magnitude. It can also be shown by expansion and 
use of the chain rule on the governing conservation equations that the 
second derivatives with respect to axial position are of the order of 
d25/oz2 and (d<5/dz)2. If dd/oz is small, then these axial derivatves are 
quite small and can be taken to be negligible in a first order approxi­
mation of the process. These higher order effects are neglected in the 
present analysis, and the solid phase assumed to be thin in comparison 
to axial distance. The pressure thus becomes a function of axial po­
sition alone. 

By utilizing the above assumptions and neglecting terms of order 
(dS/dz)2, the axial momentum equation for axisymmetric flow in a 
tube becomes 

( * 
dvz duz\ 

f- uz 

dr dz) 

Radial averaging results in 

dhp 

~dz" 

dP i a 
— (rrrz) 

dz r dr 

2r,y 

(6) 

(7) 

which relates the gradient of the mean pressure head in the axial di­
rection to the interface shear stress and the interface radius, <5. Using 
the Blasius friction formula, this change in pressure may be expressed 
to a first order approximation in (d5/dz) as 

dhp 

dz 

-0.079 ( a / r J - ^ V 2 

(8) 
g«Refl

1/4 

The solid phase energy equation, neglecting axial conduction, becomes 
the conduction equation in a shell and may be integrated directly 
giving 

(Tf - Tw) In (8/r) 
Ts = Tf- (9) 

In (6/rw) 

after imposing the boundary conditions (3) and (4). 
Using the definition of the local heat transfer coefficient, hz, the 

interface heat transfer coupling relation becomes 

ks (Tf - Tw) 
-hATb-Tf) (10) 

6 In («//•„,) 

The liquid phase energy equation, also approximated by dropping 
terms of order (dbldz)2, may be written as 

dTe dTe I dTe i>Tt\ I d 
pc (vr —- + i> 2 -—) = - - — (rqr) 

\ or oz I r or 
(11) 

(12) 

When radially averaged this equation becomes 

oTb 26 
— 2 = - — hz(Tb-l 

dz PcV(rw)2 

Integration of equation (12) from Tb0 to Tb and from 0 to z yields 

'Tb-T,\ 2 \Tb0-Tf) pcV(rJ2Jo 
6h,dz (13) 

pcV(ra 

An appropriate nondimensional form of the governing equations 
can now be obtained by introducing the dimensionless variables 

Tb -T, 4z 5 

ReDPr(2rw) Tbo - Tf 
(14a) 

where 

* ke Tbo - Tf 

•• 0.079(V2/2g)ReD
3/4Pr 

The equations become 

8* = --
2TW 

ln( 

Nu2 In 6* 

Nu.dz* 
Jo 

(14b) 

(15) 

(16) 

(17) 

and 

^ 1 = (j.)-19/4 

dz* 

with boundary conditions 

s*(z* = o) = e*(z* = 0) = l 

h*(z* = 0) = 0 

(18) 

(19a) 

(19b) 

To close the above system of equations, an independent expression 
for the Nusselt number is required. This is obtained by adapting the 
Sparrow, Hallman, and Siegel [14] solution for the Nusselt number 
in the thermal entrance region of a circular tube to the present 
problem. Thus, results developed here depend totally upon the ap­
plicability of this solution to the present problem. The expression for 
the Nusselt number localized to actual internal conditions is 

"2 LNu„ 2 ^ A m 7 m * J 
Since 27r,„2V = 2ir&2vz under steady-state conditions, the expression 
becomes 

Nu2 
_Nu„ 

1 exp(-7m
22/ReDPrr,„)" |- i 

' 9 A -Y
 4 (21) 

where Am and -ym are the eigenconstants and eigenvalues of the so­
lution, both of which are functions of Reynolds number and Prandtl 
number for turbulent flow. 

Values of Am and ym which should be appropriate for this formu­
lation are those presented in Kays [15], for a constant heat flux with 
a Reynolds number of 50,000 and a Prandtl number of 10. Though the 
problem considered in this investigation is one of constant wall tem­
perature, the difference between this case and the case of constant 
heat flux is insignificant for the range of Prandtl numbers being 
considered. It has also been shown that the Reynolds number effects 
are increasingly insignificant with increasing Prandtl number and are 
of little importance for Prandtl numbers of 10 or greater. Thus, there 
should be little error in the results obtained using the eigenvalues from 
Kays [15]. 

Values of the Nusselt number for very small values oiz/D are dif­
ficult to calculate from the entrance region solution because of the 
truncation error of the series of eigenvalues and eigenconstants. In­
stead, a Nusselt number expression of the form 

Nu, = A + -
B 

(z*)c (22) 

is assumed, and the values of the constants A and B are determined 
by matching equations (21) and (22) at the lowest value of z* for which 
equation (21) is applicable. The values of A and B are peculiar to each 
set of flow conditions, that is, A and B are functions of Reo, Pr, and 
Tw*. The exponent C is taken as 0.2 so as to approximate the turbu­
lent thermal boundary-layer like flow which would be expected at the 
entrance. 

For the asymptotic Nusselt number, the localized empirical cor­
relation from Kays [15] 

Nu„, = h„{2&)/k = 0.0155(u2(25)/,/)0-83(Pr)a5 (23) 

Nu = 0.0155 ReB
0-83Pr0-5/(5*)0-83 (24) 

is assumed. 
Thus, the system of equations to be solved is composed of equations 

(16) through (24), excluding equations (20) and (23). Essentially, these 
equations describe one-dimensional heat transfer and pressure drop. 
The unknowns in this system of equations are 5*, 8*= H*, Nu2, Nu„,, 
A, and B. The seventh equation needed for the solution is obtained 
by matching the values of the derivative dNu2/dz* as taken from 
equations (21) and (22). Numerical solution of this approximate 
system of equations yields the solid-liquid interface profile and the 
turbulent flow pressure drop. 
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In terms of nondimensional variables, the expression for the heat 
transfer rate becomes 

Jo 
dz* 

(25) 
In (5*)1/T»* 

Thus, once the profile of the ice shell (&* versus 2*) is determined, the 
heat transfer rate is evaluated directly from equation (25) by nu­
merical integration. 

Analytical Results 
The system of governing equations, with approximations, was 

solved using a digital computer and the results are presented in Figs. 
2,3,4, and 5 for selected values of the various independent parame­
ters. The analytical results showed only slight dependence on Prandtl 
number over the intermediate range considered (Pr = 8,10,12) and 
thus, data are presented for only one value of Pr, chosen equal to 10.0 
so that comparisons between theory and the experiments utilizing 
water would be meaningful. 

The theoretical dimensionless heat transfer rate, q*, and the 
quantity (d*)1/Tw* are plotted versus dimensionless axial position 2* 
in Fig. 2 for various turbulent flow cases (differing only in Reynolds 
number) as well as for the laminar flow case as taken from Zerkle and 
Sunderland [10]. It can be seen that for a given value of 2* the tur­
bulent flow dimensionless heat transfer rate q* is very sensitive to 

changes in Reynolds number over the range of values considered, this 
sensitivity diminishing somewhat at the higher Reynolds numbers 
An increase in Reynolds number while holding 2* constant results in 
an increase in q*, and for all cases plotted the turbulent flow dimen­
sionless heat transfer rates are seen to be significantly higher than 
those for the laminar flow case for comparable values of 2*. If o n e 

considers flows of the same Reynolds number in tubes with varying 
L/D, bearing in mind that 2* varies directly with LID, it can be seen 
from Fig. 2 that q* increases with an increase in LID. Thus a longer 
tube yields greater heat transfer, as one might expect, than does a 
shorter tube with flow of the same inlet Reynolds number. 

Another useful comparison may be made by examining flows of 
different Reynolds numbers in tubes of the same LID. For this case 
remembering that 2* varies inversely with changes in ReD, Fig. 2 
shows that an increase in inlet Reynolds number yields a lower value 
of q* for a given tube. This of course does not indicate a decrease in 
actual heat transfer, but simply that the ratio of actual heat transfer 
to maximum possible heat transfer has decreased. The actual heat 
transfer from the fluid is increased due to the higher values of the heat 
transfer coefficient resulting from higher inlet, and thus local, 
Reynolds numbers. However, due to the increase in flow area resulting 

1000 
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Fig. 2 Variation of (he dimensionless heal transfer and solid phase Interface 
radius wi th axial posit ion for Pr = 10, Tw ' = 3, and various Reynolds num­
bers 

F ig. 4 Variat ion of dimensionless pressure drop wi th axial posit ion for Pr -
10 and various Reynolds numbers and wal l temperatures 
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Fig. 3 Variation of the dimensionless heat transfer and solid phase Interface Fig. 5 Variat ion of dimensionless pressure drop wi th axial posit ion for Pr = 
radius w i th axial posit ion for Pr = 10, R e D = 5000, and various wa l l temper- 10, R e 0 = 5000, and various wal l temperatures. 
atures. 
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from thinning of the ice shell, the local Reynolds numbers and thus 
the heat transfer rates do not increase in proportion with increases 
jn inlet Reynolds number. Thus, the ratio defining q* decreases wth 
increasing flow rate. 

Fig. 2 also shows (6*)1/T«>* for the turbulent flow case to be sensitive 
to Reynolds number over the range of 2* values where the degree of 
tube closure is significant. In this range the effect of increasing Rep, 
for the case of a constant L/D, is that of increasing (5*) 1/T<°* and thus 
the radius of the solid-liquid interface. That is, for a given tube with 
a greatly reduced flow area due to freezing, increasing the inlet 
Reynolds number increases the heat transfer and thus causes the 
thickness of the frozen shell to be reduced, thus opening the tube. In 
tubes with flow over the range of 2* values where closure is minimal, 
the effects of changing Re£> are also minimal. Fig. 2 also shows 
(jt-ji/Tu,* t0 be greater for the turbulent flow cases than for the laminar 
case with a comparable value of L/D, indicating a reduction in the ice 
thickness in going from the laminar flow case to the turbulent case. 

Fig. 3 is a plot of q* and (5*)1/T"* versus 2*, but for cases involving 
variations of the dimensionless wall temperature parameter Tw*. It 
may be seen from this figure that, for a given value of 2*, the turbulent 
flow dimensionless heat transfer rate q* is only moderately sensitive 
to changes in Tw* and thus wall temperature, with increases in Tw* 
resulting in higher values of <?* as expected. The increase in heat 
transfer, however, is not nearly in proportion to the increase in Tw*. 
This reduced sensitivity to wall temperature can be explained by 
noting that a reduction in wall temperature (an increase in Tw*) re­
sults in thickening the internal frozen shell which subsequently in­
creases the overall resistance to heat transfer. Comparing tubes with 
different L/D values but the same Tw* and Reo shows that the longer 
tubes transfer more heat than the shorter ones, as expected, and once 
again the turbulent flow heat transfer is significantly greater than the 
comparable laminar flow case. 

Fig. 3 also shows the (!>*)1/T<»° curves to be almost identical over 
most of the range of 2 * values considered, the only significant devia­
tion occurring when z* nears complete blockage. This similarity of 
results for different values of Tm* is explained in the same manner 
as was the lack of sensitivity of 9+ to Tw*. That is, increases in Tw* 
are accompanied by increases in ice thickness such that the resulting 
changes in the value of (6*)1/T»* are not significant. It is also noted 
from Fig. 3 that the values of (b*)llT>»" are higher for the turbulent 
cases than for the laminar case (with the same L/D) which is an in­
dication that the higher heat transfer rates associated with the tur­
bulent flow again cause a thinner ice shell than is found in the com­
parable laminar flow case. 

A particularly interesting result regarding the streamwise curvature 
of the ice interface can be seen in both Figs. 2 and 3. For very small 
values of 2* (less than 0.005) and for very large values of 2* at the 
higher T* values (for example 2* > 0.015 and Tw* =s 10,2* > 0.03 and 
Tm* ^ 3), the curvature is convex as expected. However, in the in­
tervening region the interface is concave, a characteristic shape sug­
gested in Fig. 1. Such a result has not heretofore been shown to exist, 
even though a similar pattern can be deduced from the analyses 
presented by Shibani and Ozisik [16]. The phenomenon cannot be 
found to exist, however, in the results of analyses of freezing in channel 
flows, also studied by Shibani and Ozisik [17], nor in the results re­
garding freezing in laminar tube flow. It is believed that this phe­
nomenon occurs with freezing in turbulent tube flow because the 
entrance effects decay very rapidly, allowing the classical balance 
between a logarithmic conductive resistance and the internal linear 
convective resistance. Thus, the crossover point occurs at a critical 
ice thickness. When freezing occurs in laminar flow, the entrance ef­
fects dominate beyond the location of this critical thickness. 

In carrying out the numerical computations, particularly those 
involving pressure drop, care was exercised to insure that the as­
sumption (d<5/dz)2 « unity was not violated, particularly in plotting 
the nondimensional results. Thus (d<5*/dz*) was never allowed to 
become greater than approximately 250, which corresponds to a 
(di5/d2) of 0.01 for a Peclet number of 50,000. Therefore even though 
P*(z*) plots appear very steep for large 2*, the basic assumptions of 
the analysis remain valid. Dimensionless pressure drop P* is plotted 

versus 2* in Fig. 4 for several different turbulent flow Reynolds 
numbers and two values of the dimensionless wall temperature Tw*. 
In addition to the curves representing flow with a frozen shell in the 
tube, the case of flow in the absence of a frozen shell (Tw* = 0) is also 
presented for both laminar as well as turbulent flow. Laminar flow 
with freezing could not be included because of the absence of ana­
lytical data in [10] for comparable values of Ta*. It is apparent that 
the freezing section dimensionless pressure drop is dependent on 
Reynolds number for the turbulent flow case, and that increases in 
Rec yield higher values of P* for a given value of 2*. As in the case 
of q*, this dependence on Re/j for a given 2* is seen to diminish as 
Reynolds number increases. The laminar flow dimensionless pressure 
drop P* was shown in [10] to be, unlike the turbulent flow case, in­
dependent of Ren when 2* was held constant. 

If one considers turbulent flows of the same Reynolds number in 
tubes with different values of L/D, again remembering that 2* varies 
directly with L/D, it may be seen from Fig. 4 that P* increases with 
an increase in L/D, indicating greater pressure drop across a longer 
tube, as one might expect. Comparing tubes with the same L/D but 
containing turbulent flows of different inlet Reynolds number, and 
noting that z* varies inversely with Reo, one can see that P* decreases 
with an increase in Reynolds number. However, even though this 
dimensionless pressure drop P* decreases, the actual pressure drop 
increases as Reynolds number is increased, although not at the same 
rate as expected for turbulent flow in a tube with no frozen shell. The 
increased flow rate and resulting higher heat transfer rates cause 
thinning of the frozen shell, thus increasing the flow area. This larger 
flow area partially offsets the incfease in pressure drop caused by the 
greater frictional losses resulting from the higher velocities, with the 
net effect being an increase in pressure drop but not as great an in­
crease as would be found in a tube with no frozen shell. 

Fig. 5 is a plot of dimensionless pressure drop P* versus 2* for flows 
of the same Reynolds number but having different values of Tw*. 
Again the case of laminar flow with freezing could not be included 
because of lack of comparable analytical data in [10]. This figure shows 
P* to be sensitive to changes in dimensionless wall temperature Tw* 
with increases in Tw* being accompanied by increases in P* for a fixed 
value of 2*. As was shown in Fig. 3, increases in Tw* cause increased 
tube blockage which then results in the greater pressure drop shown 
in Fig. 5. Increasing the tube L/D and thus z* shows pressure drop 
to increase accordingly as might be expected for a longer tube with 
the same Tw*. 

Exper iments 
Experiments were made with an apparatus in which water was used 

as the freezing medium. It consisted of a closed water circulation and 
temperature control system and a test section cooling system, with 
instrumentation for the measurement and recording of temperatures, 
pressures and flow rate. A schematic of the apparatus is shown in Fig. 
6. 

The water circulation system utilized inlet and exit constant head 
reservoirs, an entrance section of length 171.1 cm, a test section 116.0 
cmin length, a constant temperature bath, and a circulating pump. 

DOWNSTREAM 
CONSTANT 

HEAD 
RESERVOIR 

u 

FREEZING 
SECTION 

DEVELOPING 
SECTION 

^kid— 
PRESSURE 
TRANSDUCER 

-H 
* 

I 
3 MASS FLOW METER -

UPSTREAM 
CONSTANT 
HEAD 

RESERVOIR 

METHANOL CONSTANT 
TEMPERATURE BATH 

SUMP —0*H>&b-

WATER CONSTANT 
TEMPERATURE BATH 

O P U M P 
o THERMOCOUPLE 

iSl VALVE 

WATER FILTER 

Fig. 6 Schemat ic of exper imental apparatus. 

Journal of Heat Transfer AUGUST 1978, VOL. 100 / 391 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The entrance and test section were made continuous and were con­
structed of thin wall copper tubing, 1.45 cm in inside diameter. The 
constant temperature bath and inlet reservoir provided sufficient 
capacity and control to allow the setting of inlet temperature with no 
noticeable fluctuation. The entrance section of the tube as well as the 
external side of the test section were well insulated and the circulating 
water was filtered to eliminate algae and particulates. The L/D for 
the entrance and the test section were 118 and 80.1, respectively. 

A counterflow, forced circulation cooling system using methanol 
as coolant was employed to control the tube wall temperature by 
circulating the methanol in the cooling jacket of the test section. A 
constant temperature bath was used to control and maintain the 
coolant temperature, and this was done with no noticeable fluctuation. 
Methanol was used as a coolant because of its low viscosity at low 
temperatures, and a lk hp pump was used to circulate the methanol 
at a flow rate sufficient to insure a negligible temperature difference 
(usually on the order of 0.2°C) between methanol entering and leaving 
the test section. Great care was taken in the design of the test section 
and in the conduct of the experiments to insure that the nonunifor-
mity in tube wall temperature was minimized. In most of the experi­
mentation this variation was less than 0.8°C. 

A thermocouple at location 1 insured no variation in inlet water 
temperature. Thermocouples were installed in grooves in the tube wall 
at each end and the middle of the test section (at locations 2, 3, and 
4 in Fig. 6) to accurately measure the wall temperature. The exit mean 
temperature was measured by a thermocouple located in a small 
mixing cup at the exit of the tube (location 7 in Fig. 6). The mixing 
cup was designed to trap and mix fluid issuing from the tube yet allow 
the exit reservoir to impose the prescribed exit static pressure. The 
test section inlet pressure was measured using a diaphragm-type 
strain gauge transducer that was calibrated to 0.03 cm of water. The 
system was leveled with a surveying transit so that all points along 
the axis of the entrance and test section were at the same elevation 
within 0.04 cm. The head height of the constant head reservoirs at 
inlet and exit was measured to within 0.03 cm with a cathetometer. 
All thermocouples were calibrated with NBS certified thermome­
ters. 

The inlet water temperature was held constant at 5.6°C and the 
exit static pressure at 7.9 cm of water in all the experiments reported 
here. The water level in the upstream reservoir and the coolant tem­
perature were varied to produce different steady-state conditions. 
Once the desired upstream water level and coolant temperature were 
attained, coolant circulation through the test section was begun, thus 
lowering the tube wall temperature below 0°C. If the coolant tem­
perature was sufficiently low, the water started freezing sponta­
neously. However, there were certain combinations of coolant tem­
perature and upstream water level at which freezing did not begin 
when the coolant flow was started. For these cases, it was necessary 
to temporarily block the tube at the exit of the test section, thus 

stopping the water flow and initiating the freezing process. Once 
freezing started, the tube exit was unblocked and flow allowed to re­
sume. Solidification then continued until the steady-state condition 
corresponding to the chosen coolant temperature and upstream res­
ervoir level was attained. To insure that a true steady state had been 
reached, most experiments were allowed to run for at least one hour 
after equilibrium conditions were initially attained. The steady-state 
mass flow rate was then determined from water samples timed and 
weighed to within approximately two percent. 

The dimensionless heat transfer rate q* was evaluated directly as 
a temperature ratio, and the dimensionless axial position (z* = 4/Gz) 
was evaluated from the inlet Reynolds number Rec, Prandtl number 
Pr, and test section LID. All fluid properties were evaluated at the 
arithmetic average of the inlet and exit bulk temperatures. The 
Nusselt number, based on the arithmetic mean of inlet and exit 
temperatures instead of the more usual logarithmic mean, was com­
puted from 

Nu = 2<7*/(2 - q*)z* (26) 

The arithmetic mean was used to facilitate a comparison with the 
results of [10]-[13]. In computing the Nusselt number the effective 
wall temperature was taken as 0°C. 

E x p e r i m e n t a l R e s u l t s 
The complete set of experimental results is shown in Table 1 along 

with some pertinent quantities which were computed from the data. 
Comparisons of the theoretical and experimental data are presented 
in Figs. 7 and 8 as plots of dimensionless turbulent flow heat transfer 
q* and dimensionless freezing section pressure drop P* versus di­
mensionless axial position z*. 

Examination of Fig. 7 shows the experimental values of q* to be 
approximately 20 percent lower than those predicted by the analysis 
for the same value of z*. Whether this is a result of the analytical 
approximations or experimental error is not clear. The major source 
of experimental error probably lies in accurately determining the 
mean exit temperature to which the value of q * is highly sensitive. The 
discrepancy between experimental and analytical results in this case, 
for instance, could be accounted for by an error in the exit bulk tem­
perature measurement of only 0.4°C. With this degree of sensitivity 
and the inherent difficulty in accurately determining a bulk tem­
perature of this nature, it is very likely that error in the experimentally 
determined q* values does exist. It is also likely and indeed expected 
that some analytical error will occur because of the simplified nature 
of the analytical formulation. Deviation between the experimental 
and analytical results of the magnitude encountered in the present 
study are often encountered in investigations of this type, and in the 
present case this agreement is considered satisfactory when all factors 
are considered. 

In addition to the analytical solutions for constant Reynolds 

T a b l e 1 S t e a d y - s t a t e e x p e r i m e n t a l d a t a a n d c o m p u t e d r e s u l t s 

RUN 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 

m 
(kg/min) 

4.94 
4.79 
4.62 
4.56 
4.49 
4.69 
4.81 
4.63 
4.55 
4.70 
4.80 
4.48 
4.61 
4.42 
4.48 
4.70 
4.89 

Tbo 
(°C) 

5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 
5.6 

Tbe 
(°C) 

4.1 
4.2 
4.2 
4.2 
4.2 
4.2 
4.1 
4.2 
4.2 
4.1 
4.1 
4.2 
4.2 
4.2 
4.2 
4.1 
4.1 

Tb 
(°C) 

4.8 
4.9 
4.9 
4.9 
4.9 
4.9 
4.8 
4.9 
4.9 
4.8 
4.8 
4.9 
4.9 
4.9 
4.9 
4.8 
4.8 

Tw 
(°C) 

-4.3 
-4.6 
-4.7 
-4.3 
-4.3 
-4.0 
-4.3 
-4.5 
-4.5 
-4.3 
-3.9 
-4.4 
-4.1 
-4.2 
-4.1 
-4.5 
-4.3 

ReB 
4742 
4593 
4439 
4378 
4305 
4508 
4617 
4446 
4374 
4512 
4603 
4300 
4421 
4248 
4297 
4512 
4687 

z* X 103 

6.09 
6.29 
6.51 
6.60 
6.71 
6.41 
6.25 
6.50 
6.61 
6.40 
6.27 
6.72 
6.53 
6.80 
6.72 
6.40 
6.16 

T * 1 w 

3.12 
3.33 
3.41 
3.10 
3.09 
2.89 
3.08 
3.24 
3.26 
3.11 
2.85 
3.23 
2.93 
3.05 
2.91 
3.26 
3.11 

q* 

.26 

.25 

.24 

.25 

.25 

.25 

.26 

.24 

.24 

.26 

.26 

.24 

.25 

.24 

.25 

.26 

.26 

Nu 
49.1 
45.4 
41.9 
43.3 
42.6 
44.6 
47.8 
41.9 
41.3 
46.7 
47.6 
40.6 
43.7 
40.1 
42.5 
46.7 
48.5 

p% 

5.34 
7.53 
10.04 
7.37 
8.58 
5.39 
5.46 
8.14 
9.33 
6.15 
4.83 
9.66 
5.79 
8.62 
6.79 
7.88 
5.30 

A/t 
(cm) 

45.0 
45.0 
45.0 
41.0 
41.0 
41.0 
43.0 
43.0 
43.0 
42.0 
42.0 
42.0 
40.0 
40.0 
39.0 
44.0 
44.0 
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Fig. 7 Comparison of experimental and analytical heat transfer data. 

6.0 6.2 6.4 6.6 6.8 7.0 

Fig. 8 Comparison of experimental and analytical pressure drop data. 

number, the theoretical results are also plotted in Fig. 7 for the case 
of flow in a tube with constant L/D, that value of L/D being chosen 
the same as that of the actual tube used in the experimental investi­
gation. While the magnitude of the experimental values differ 
somewhat from the analytical data, it should be noted that the slopes 
of the analytical constant LID lines agree with the slope of the ex­
perimental results within the statistical significance of the data. 

Experimental and analytical dimensionless pressure drop data are 
plotted versus dimensionless position in Fig. 8. This figure shows a 
scattering of the experimental P* data in the near neighborhood of 
values predicted by the analysis. The experimental data were obtained 
for Tw* values of approximately 3.1 with a deviation of approximately 
±0.25 for Reynolds numbers in the range of 4000 to 5000. It can be 
seen in Fig. 8 that in general the mean of the scattered experimental 
P* values exceeds the analytical predictions by approximately 20 
percent. Freezing in a tube with a nonuniform wall temperature dis­
tribution would likely cause greater pressure drop than would freezing 
in a tube with a uniform wall temperature equal to the mean. Exam­
ination of the tabulated data shows that, in general, the experimental 
P* data with the greatest deviation from the analytical results are 
those having Tw* values near the high end of the range considered, 
and it was observed during the conduct of the experiments that runs 
with higher Tw* values (lower actual wall temperatures) displayed 
wall temperature distributions with the greatest degree of nonuni-

formity. Thus, the scatter and positive shift of the experimental P* 
data is believed to be due primarily to the non-uniformities in wall 
temperature which experimentally result from increases in Tw*. 

The experiments were designed to provide data in an intermediate 
range of z *. During the conduct of the experiments, the z * range was 
limited on the low side (0.006) by troublesome supercooling effects 
and by intolerable wall temperature variations on the high side 
(0.007). Although this appears to be a rather narrow and arbitrary 
range, it does represent a realistic situation with a 5* of approximately 
0.85. Moreover, if the data confirm the analysis at these arbitrary 
conditions within reason, then it seems likely that the analysis will 
be satisfactory at other conditions which do not obviously violate the 
assumptions of the analysis. The actual applicability of the theory, 
however, at much larger and smaller values of z* remains to be test­
ed. 

During the experiments every attempt was made to observe the ice 
inside the tube. All that could be determined was that the ice shell was 
well formed with a distinct interface. In view of the appreciable liquid 
phase superheat and the high Reynolds numbers, it seems reasonable 
to assume the ice interface was smooth. 

C o n c l u s i o n s 
The analysis was found to be simple, direct, and acceptably accurate 

in representing steady-state conditions. Heat transfer predictions 
within 20% of the data measured experimentally were obtained for 
all conditions of tube wall temperature and Reynolds number. In fact, 
it is believed that the source of this deviation, albeit nominal, was 
primarily error in the measurement of the liquid exit bulk tempera­
ture. An inconsistency of 0.4°C in this measurement is all that would 
be required to produce the 20% deviation under the conditions of the 
experiments. Thus, it is believed that the analysis predicts actual 
conditions much more accurately than indicated by this compari­
son. 

Analytical predictions of the pressure drop across the tube agreed 
very well with the experimental data for comparable conditions when 
the imposed wall temperature was uniform. However, conditions of 
high Reynolds number and/or very low wall temperature tended to 
produce actual pressure drops in excess of the prediction, a result 
believed to be caused by the more severe nonuniformity of wall tem­
perature characteristic of these conditions. In fact, it was found ex­
perimentally that the actual pressure drop was extremely sensitive 
to this nonuniformity, while only moderately dependent upon the 
actual wall temperature as predicted by the analysis. Conclusions 
pertaining to the sensitivity of pressure drop to wall temperature for 
freezing in tube flow have been reported previously [10, 11, 12], al­
though it has not been demonstrated previously that this is actually 
a sensitivity to the nonuniformity in the wall temperature rather than 
to its mean value. 

One very important conclusion of the analytical work is that a very 
peculiar crust profile occurs during freezing in turbulent flow in tubes. 
A concave curvature was found to occur in the z* midrange, although 
this result could not be verified experimentally and must await cor­
roboration in experiments designed specifically to accomplish this. 
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Effect of Subcooling on Cylindrical 
Melting 
An analysis is made of the melting of a subcooled solid surrounding a heated circular cyl­
inder. The solution is facilitated by coordinate transformations which immobilized both 
the mooing interface between the melt region and the solid and the moving temperature 
wave that diffuses into the solid. The actual solutions were carried out numerically via 
a finite-difference procedure which circumvents the nonlinearity associated with the 
moving interface. Results were obtained for a wide range of a subcooling parameter and 
of the Stefan number. It was found that the subcooling can have a marked effect on the 
melting characteristics. Depending on the degree of subcooling, the surface heat transfer 
can be several times greater than that for no subcooling. Furthermore, at high levels of 
subcooling and at long melting times, the liquid layer thickness may be only a small frac­
tion of that without subcooling. Subcooling also sharpens the differences between cylin­
drical and plane melting. The ratio of the heat flux for cylindrical melting to that for 
plane melting increases substantially due to subcooling, while the thickness of the cylin­
drical melt layer is only a fraction of that of a corresponding plane melt layer. 

Introduction 

Heat conduction problems involving solid-liquid phase change have 
generated an extensive analytical literature. In the main, these 
analyses have been concerned with transients in which, initially, the 
phase change medium is at its melting temperature. It appears that 
only in the case of the melting (or freezing) of a plane layer has the 
problem of an initially subcooled (superheated) medium been ex­
amined. This is the well-known Neumann problem which is described 
in various heat conduction texts. 

The preoccupation of the literature with situations without initial 
subcooling (superheating) is remarkable in that such a condition is 
difficult to achieve in practice, especially when the dimensions of the 
phase change medium are large. For instance, in melting experiments 
performed in our laboratory, painstaking control and long waiting 
periods (~ one week) were required to attain temperature uniformity 
just below the melting point in a 0.3 m (1 ft) cubical solid before the 
actual phase change studies could be initiated. Various degrees of 
subcooling (superheating) can be expected in practice, for other 
geometrical configurations as well as for the plane layer. 

The present paper is concerned with phase change in a subcooled 
(superheated) medium surrounding a circular cylinder. For con-
creteness, the analysis and the presentation of results will be couched 
in terms of melting, but the same analysis and results apply to freezing 
with only slight rephrasing. Specific consideration is given to a cyl­
inder situated in a solid phase-change material whose initial tem-
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perature T„ is lower than the melting temperature T*. At time equals 
zero, the temperature of the cylinder surface is raised to a value Tw 

and maintained constant thereafter. 
An annular melt layer forms around the cylinder, and the outer 

radius of the melt region grows with time. In addition, since the 
temperature of the liquid-solid interface (i.e., the melting temperature 
T*) exceeds that of the solid, a temperature wave emanating from the 
interface moves into the solid. Thus, there are, in effect, two moving 
boundaries in the present problem—the liquid-solid interface and 
the forward edge of the temperature wave. 

Even without subcooling, the cylindrical melting problem does not 
yield an analytical solution, and this same state of affairs prevails with 
subcooling. A finite difference technique was employed here in con­
junction with a formulation in which both the liquid-solid interface 
and the forward edge of the temperature wave were immobilized (i.e., 
are rendered stationary in a transformed coordinate system). The 
energy equations for the liquid and the solid which result from the 
dual immobilization are discretized by an implicit difference scheme, 
while an explicit representation is used for the interfacial energy 
balance. This treatment enables the solution to march steadily for­
ward in time, without iterations being required at each time step. 

The problem involves two prescribable parameters. One of these 
is the Stefan number (based on (Tw - T*)), to which numerical values 
of 0.1, 0.5, and 1.0 are assigned. The second parameter is the sub­
cooling ratio (T* - T„)/(TW — T*) which ranged between zero and 
four. 

The presentation and discussion of results will be focused on three 
quantities: the instantaneous rate of surface heat transfer, the time-
integrated surface heat transfer, and the instantaneous position of 
the liquid-solid interface. These results will be examined from two 
viewpoints. In one, the subcooling-affected results are compared with 
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those without subcooling. In the other, the cylinder and plane layer 
results are compared at a given degree of subcooling. 

A search of the literature failed to reveal any prior work on the ef­
fects of subcooling in a cylindrical melting arrangement. For phase 
change without subcooling in this geometry, Stephan and Holzknecht 
[l]1 have reported results for the timewise movement of the liquid-
solid interface, but do not report heat transfer results. Various in­
vestigators (e.g., [2, 3] and those cited in [4]) have used coordinate 
transformations to immobilize a moving phase-change boundary, but 
the present dual immobilization appears not to have been previously 
employed. Furthermore, the prior use of phase boundary immobili­
zation appears to have been numerically implemented with either an 
implicit or an explicit difference scheme. As already noted, the present 
scheme involves the selective use of implicit and explicit differencing 
and is free of the iterations that are typically encountered in the im­
plicit scheme and of the highly restrictive time step limitations of the 
explicit scheme. 

Analysis 
A schematic diagram of the subcooled melting problem is presented 

in Fig. 1. The diagram shows dimensional and coordinate designations 
and the participating temperatures T„„ T*, and T*,. The instanta­
neous radii of the liquid-solid interface and the forward edge of the 
solid-phase temperature wave are r* and r„ , respectively. As will be 
elaborated later, r„ is chosen large enough so as not to affect the 
surface heat transfer or the interface position. Subcooled solid 
(temperature T„) occupies the region r > r„. The thermal properties 
of the liquid and solid phases are assumed to be equal in order to keep 
the number of prescribable parameters within reason. 

Governing Equations. The heat transfer processes in the liquid 
and solid regions are governed by the heat equation written in cylin­
drical coordinates 

5H 
dt r dr \ dr I' 

£,s (1) 

The other key equation is the energy balance at the liquid-solid in­
terface, in which the heat conducted to the interface from the liquid 
is equated to the latent heat required by the phase change plus the 
conduction into the solid. 

-k(bTe/dr) = PX(d5f/dt) - k(dTJdr) at r = r*(t) (2) 

The other thermal boundary conditions to be satisfied by the solution 
are that 

T=TW at rm T = T* at r*(t), T=T„ at r„(t) (3) 

In addition, prior to the onset of melting, the temperature of the 

Fig. 1 Schematic diagram of the subcooled melting problem 

phase-change material is uniform and equal to T„ (<T*). 
Since the problem does not permit an exact analytical solution, 

numerical techniques were adopted because they can provide results 
of assured accuracy (in contradistinction to approximate methods 
such as the Heat Balance Integral). To facilitate solutions via finite 
differences, it appears advantageous to work in a domain of un­
changing size in which the grid can be fixed once and for all. This re­
quires that the moving boundaries be immobilized and, to this end, 
a transformation of variables is carried out. The transformation also 
serves to introduce dimensionless variables and parameters. 

First, new space coordinates -q and £, respectively for the liquid and 
the solid regions, are defined as 

(r - rw)/8e, ( = (r - r*)/Ss (4) 

Since rw < r < r* in the liquid and r* <r < r„ in the solid and, fur­
thermore, &e= (r* - rw) and <5S = (r„ — r*), it follows that 

0 < » ) < ! , 0 < f < 1 (5) 

for all time. Thus, in the new coordinates, both the liquid and solid 
domains are of unit dimension, unchanging with time. This simpli­
fication is, however, purchased at the price of greater complexity in 
the governing equations, as will be demonstrated shortly. 

Next, a dimensionless time variable T is defined by 

r = (at/ru,^[c(Tw - T*)/\] = (Fo)(Ste) (6) 

L Numbers in brackets designate References at end of paper. 

The inclusion of the Stefan number in the definition of T is prompted 
by experience with melting problems without subcooling. In those 
problems, with T defined as in equation (6), the results show only a 
modest dependence on the Stefan number. 

- N o m e n c l a t u r e . 

c = specific heat 
Fo = Fourier number, at/rm

2 

k = thermal conductivity 
Q = time-integrated surface heat transfer, 

equation (23) 
q = instantaneous surface heat flux 
r = radial coordinate 
rw = radius of heated cylinder 
r* = coordinate of liquid-solid interface 
r„ = radial position in solid beyond which T 

= T* 
Ste = Stefan number, c(Tw - T*)/X 

T = temperature 
Tw = temperature of cylinder surface 
T* = melting temperature 
T„ = temperature of subcooled solid 
t — time 
a = thermal diffusivity 
A = dimensionless layer thickness, blrw 

&e = liquid layer thickness 
5S = conduction layer thickness in solid 
n, i = transformed coordinates, equation 

(4) 
8 = dimensionless temperature, equation 

(7) 

X = latent heat of melting 
p = density 
T = dimensionless time, equation (6) 
4> = subcooling parameter, equation (8) 
i/< = constant in plane layer solution 

Subscripts 

c = cylindrical melting 
(, = liquid 
o = without subcooling 
p = plane melting 
s = solid 
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Finally, dimensionless temperature variables for the liquid and solid 
regions are introduced as 

Bt = {Te-T*)/(Ta-T*), 6S = (T* - T.)I(TW - T») (7) 

along with the subcooling ratio 

<t> = (T* - T„)HTW - T*) (8) 

d 

dr 

dr 

_ 1 

<5j? d ? ; 

d d 

dt 

dt r„,2 

a Ste d 

r,»2 dr 

dr «f 

L5S dt 

dt dr) 

+ 1 ^ 1 
5S dt J 

d 

d? 

The transformation of the governing equations is faciliated by the 
relations, respectively, for the liquid region 

d i d d _ a Ste d v die d 

(10) 

and the solid region. The "extra" terms in the transformation of d/dt, 
i.e., the d/drj and d/d£ terms in (9) and (10) respectively, have an in­
teresting physical interpretation. They represent convection associ­
ated with the immobilization of a moving boundary. An observer 
positioned on an immobilized moving boundary sees mass moving 
toward (or away) from him, and this is the mass responsible for the 
convection. The d/dt transformation of equation (10) contains two 
such convective terms because both boundaries of the solid are being 
immobilized. 

The transformation of the conservation equations (1) can then be 
carried out, with the result 

Ste 

s te [~£̂£ _ JL^l^l] = J_ 
L dT l\e dr di) J A / 

fdfl5 / £ dAs | 1 dAA dOs1 

[dr \AS dr As dr) d£ J 

1 dOe 

A / brf 1 + ijAf2 di) 

df. 

1 d20s 

A s
2d£2 l + A£ + £Asd£ 

1 dOs 

(11) 

(12) 

where 

Ae = helrw, As = Ss/rw (13) 

The interface energy balance (2), after transformation, becomes 

__l_dfl£ 

Ae dr] 

and in the new variables the boundary conditions are 

dAe 1 d0s : 1 , a t ri • 
dr As d£ 

1 and J = 0 (14) 

• = 1 at r, = 0, 0e = 0 at v = 1 (15a) 

0 at £ = 0, (T* - T„)/(TW - T*) = $ at £ = 1 (15b) 

while the initial condition is ds = <j> for £ > 0. 
Solution Methodology. As has been noted earlier, solutions will 

be obtained via numerical techniques. A key feature in the imple­
mentation of the solution method is the selection of As, which rep­
resents a position in the solid that lies beyond the region affected by 
the temperature wave emanating from the interface. One approach 
would be to take As as a constant that is large enough to insure that 
the temperature wave never reaches As during the entire range of r 
values to be used in the computations. Although attractive because 
of its simplicity, this approach leads to an inefficient use of the fi­
nite-difference grid. This is because, in the solid, the grid spans the 
entire space between the interface and As at all times, while at rela­
tively short times only the region adjacent to the interface is thermally 
active. Thus, the grid points lying outside the thermally active zone 
do not contribute to the progress of the solution even though they are 
involved in the computations. 

A more effective and equally simple approach is to let 

As = C A P (16) 

where C is a constant for each case. With this model, As increases 
along with the timewise increase of the melt layer thickness A(. Thus, 
the portion of the solid which is spanned by the finite-difference grid 
Stows larger with time. Inasmuch as the thermally active zone also 

enlarges with time, this model enables relatively efficient use of the 
entire grid. It should be noted, however, that As/A^ is not strictly a 
constant in cylindrical systems and so, to make the method work, C 
is chosen to accommodate the largest value of As/A^ occurring during 
the computation period. 

The C values varied from case to case, with a typical magnitude 
being about 100. Verification runs were made with other values of C 
to insure that the results for the surface heat transfer and the interface 
position were insensitive to the selected C values to within 0.1 per­
cent. 

The transformed conservation equations (11) and (12) were recast 
as implicit finite-difference equations. To solve the resulting differ­
ence equations for the temperature distributions 6e and 0S at time r 
= r<m), the interface and external boundary positions, A( and As, and 
their derivatives, dAe ldr and dAs/dr, are needed as input. These 
quantities are obtained with the aid of the interface energy balance 
(14) and the As, A^ relation (16). 

First, dAe ldr is evaluated from (14) by introducing the values of 
dOe ldr], d0s/df, Ae, and As which are known at time r = r ( m - 1 ) ; then 
dAsldr = C(dAeldr). These values of dAe/dr and dAs/dr are used 
as input to the discretized forms of equations (11) and (12). In addi­
tion, if, in equation (14), dde/dn and d0,/d£ are regarded as constants 
during the interval r = r ( m _ 1 ) to r = r<n,) and equal to their values at 
T (m_1), then this equation can be written as 

AedAe = Kdr (17) 

which gives 

A/m> = [(A/ 1"-") 2 + 2K(T<">> - T^-U)}\n (is) 

from which Ae at r = r<m) can be computed, and As
(m) = CA/m ) . These 

Ae and As are the input values to the finite-difference counterparts 
of (11) and (12). 

The aforementioned treatment of equation (14) has a philosophical 
kinship to an explicit difference formulation in that certain terms are 
evaluated at time r = T (m_1), which is at the beginning of the time 
interval. The advantage of this approach is that it enables the solution 
to march steadily forward in time, without having to mark time (i.e., 
iterate) while the position of the interface is being updated. Thus, in 
effect, the nonlinearity associated with the moving interface is elim­
inated. 

The implicit difference equations were solved noniteratively at each 
time step by using the tridiagonal matrix algorithm. 80 grid points 
were deployed uniformly throughout the liquid region. In the solid, 
between 300 to 500 points were used, depending on the case. These 
points were deployed nonuniformly according to the relation 

L/v- iJ 
(19) 

where N is the total number of points. Equation (19) places a greater 
density of points near the liquid-solid interface than in more remote 
parts of the solid. The time steps were selected so that the melt layer 
thickness increased by about two percent at each step. If a negative 
value of dAe ldr was obtained from the evaluation of equation (14), 
the size of the increment in the melt layer thickness was dimin­
ished. 

Starting difficulties were avoided by beginning the solution at a 
time when the thickness of the melt layer is 0.0lrw. It was assumed 
that the Neumann solution for the plane layer is applicable up to that 
time. 

As a verification of the solution methodology, the computer pro­
gram encompassing the aforementioned time step and space step 
patterns was employed to solve the Neumann problem for a large 
range of times. Agreement to within 0.1 percent or better was at­
tained. 

R e s u l t s a n d D i s c u s s i o n 
The presentation of results will be focused on the instantaneous 

and time-integrated heat transfer at the cylinder surface and on the 
thickness of the liquid-solid interface. These results will be presented 
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Fig. 2 Comparison of the instantaneous surface heat fluxes with and without 
subcooling 

from two viewpoints. In the first, the subcooling-affected results are 
compared with those without subcooling. In the second, the results 
for cylindrical melting are compared with those for plane melting at 
the same degree of subcooling. 

Subcooling/No-subcooling Comparison. The comparison of 
results with and without subcooling is made in Figs. 2, 3, and 4, for 
the instantaneous surface heat flux, the time-integrated surface heat 
transfer, and the interface position respectively. These figures will 
be discussed successively. 

The ratio of the instantaneous surface heat fluxes with and without 
subcooling, q and g0 respectively, are plotted in Fig. 2 as a function 
of the dimensionless time variable r. Results for Ste = 0.1 are pre­
sented in the lower graph, while the upper graph is for Ste = 0.5 and 
1.0. The curves are parameterized by the temperature ratio (T* -
T*,)I(TW - T*), which is a measure of the degree of subcooling. 

The curves appearing in these graphs are for cylindrical melting. 
In addition, short horizontal segments have been inserted along the 
left-hand margin of the figure to denote the g/g0 results for melting 
of a plane layer. Since, as will be demonstrated shortly, both q and 
go for a plane layer vary as T"1/2, then g/go is independent of r. 
Therefore, the horizontal line segments could have been extended 
across the entire graph but were not so drawn in order to avoid con­
fusion. 

The deviations of the curves of Fig. 2 from an ordinate value of 1.0 
give an immediate indication of the effect of subcooling on the in­
stantaneous heat flux. As expected, subcooling increases the surface 
heat flux (i.e., g/go ^ 1), and the extent of the increase is more marked 
at higher degrees of subcooling. In this regard, it may be noted that 
for subcooling ratios up to about 0.5, the heat flux is not very much 
affected by the subcooling (i.e., g/g0 ~ 1.1 to 1.25, depending on Ste). 
On the other hand, for subcooling ratios on the order of four, the 
subcooling becomes a major factor in establishing the level of the heat 
flux. 

It may further be observed that at small subcooling, g/go does not 
vary appreciably with time. In contrast, at large subcooling, there is 
a substantial timewise increase in g/go. 

The Stefan number has only a small effect on the results at small 
subcooling ratios, but becomes a significant parameter when the 
subcooling is large. In general, higher values of g/go occur at larger 
Stefan numbers. 

At small values of the time T, the heat flux ratios for cylindrical 
melting approach those for the plane layer. When the subcooling is 
small, the g/qo values for the cylindrical case do not deviate signifi­
cantly from those for the plane layer for the entire range of times that 
was investigated. On the other hand, at large subcooling, the timewise 
increase of g/go for cylindrical melting gives rise to significant de­
viations from that of the plane layer. In general, the instantaneous 
heat flux for cylindrical melting is more affected by subcooling than 
, is that for plane-layer melting, with the plane case serving as the lower 
'bound for the g/go of the corresponding cylindrical case. 

The increase in the surface heat flux due to subcooling results from 
the involvement of the mass of the solid as a heat sink that is addi­
tional to the latent heat required by the melting process. The relative 
capacity of this sensible heat sink is greater at large Stefan numbers, 
with a corresponding increase in the surface heat flux. In the case of 
cylindrical melting, the fanning out of the radial heat flow lines in the 
solid gives rise to a thermal resistance that is lower than that for a 
plane layer. In addition, the fanning out enables more mass to become 
involved with the energy storage function. Both these factors con­
tribute to the greater increase in surface heat flux encountered in 
cylindrical melting than in plane melting. These factors are especially 
effective when the subcooling is large and when the cylindrical ge­
ometry asserts itself, i.e., for thicker melt layers. 

Before leaving Fig. 2, it is appropriate, for completeness, to state 
the equation for the instantaneous surface heat flux for a plane layer. 
From [5], Chapter 5, 
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Fig. 3 Comparison of the time-Integrated surface heat transfers with and 
without subcooling 

Fig. 4 Comparison of the Instantaneous liquid layer thicknesses with and 
without subcooling 

qp = k(Tw-T*)/(Trat)l'2erft (20) transcendental equation 

where f is a constant whose value is obtained by solving the following Ste 1 - erf\p 
(21) 
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If i/'o denotes the solution of equation (21) for (T* - T„) = 0 (no 
subcooling), then 

<?PA?pO = erf^o/erft (22) 

Numerical values of \p are listed in Table 1 for the cases for which 
results are presented in Fig. 2. 

In certain applications (e.g., thermal storage), the amount of heat 
transferred from the surface during a time interval r = 0 to T = T is 
of importance. The time-integrated heat transfer is denoted here by 
Q and was evaluated from 

1 <jdt 
J o 

(23) 

The results for the surface-integrated heat transfer in the presence 
and in the absence of subcooling, Q and Qo, respectively, are presented 
in ratio form in Fig. 3. The structure of the figure is identical to that 
of Fig. 2. Furthermore, all of the trends that were enumerated in 
connection with Fig. 2 also apply to Fig. 3. 

It can be verified by comparing the two figures that each Q/Qo curve 
for cylindrical melting lies below its q/q0 counterparts, with the de­
viations being greater at higher subcooling. In physical terms, this 
finding reflects the fact that the Q value corresponding to a time T 
includes contributions from earlier times when the cylindrical ge­
ometry had asserted itself less strongly with respect to heat conduc­
tion in the solid. It is also consistent with the fact that q/q0 is an in­
creasing function of T. 

For plane melting, the application of equations (20) and (23) to the 
subcooled and nonsubcooled cases shows that Qp/Qpo = qplqPo-
Therefore, the segments representing the plane layer results in Figs. 
2 and 3 are identical. 

The results for the instantaneous thickness of the liquid layer are 
presented in Fig. 4. The figure gives the ratio of the layer thickness 
in the presence of subcooling to that without subcooling, Se and 5eo, 
respectively, both evaluated at the same instant of time. This ratio 
is plotted as a function of the dimensionless time T. The general layout 
of the figure is similar to that used in the preceding figures. 

The departure of de/ieo from a value of 1.0 is a direct measure of the 
effect of subcooling on the liquid layer thickness. Inspection of Fig. 
4 shows that in the presence of subcooling, the melt layer is thinner 
than it would be if there were no subcooling (at a given time and 
Stefan number), that is, 6( /d(0 < 1 at all times. This effect is accen­
tuated at higher degrees of subcooling and at larger Stefan numbers. 
Furthermore, for cylindrical melting, the timewise growth of he is 
slower than than of <5̂ 0, so that bgl&i$ decreases with time. 

The respective curves for cylindrical melting are asymptotic at 
small times to, but otherwise lie below, the horizontal line segments 
which represent the results for plane melting. Thus, the liquid layer 
thickness for cylindrical melting is more affected by subcooling than 
is that for plane melting. 

The aforementioned findings relevant to the layer thickness can 
be viewed as resulting from the competition between two heat sinks, 
namely, the latent heat for the melting process and the storage in-

T a b l e 1 N u m e r i c a l v a l u e s of t h e c o n s t a n t $ 
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herent in the solid. Both a high degree of subcooling and a large Stefan 
number favor the storage sink and thereby diminish the rate of 
melting. In addition, when the cylindrical geometry asserts itself, i.e., 
at larger melt layer thicknesses (larger time), the storage becomes even 
more competitive and further diminishes the rate of melting. 

To complete the discussion of Fig. 4, it remains to give the expres­
sion for the liquid layer thickness, which is [5] 

hep = 2i/Vr/Ste (24) 

"wis where ^ is determined from (21). It is readily verified that < 
independent of time for plane melting. 

Cyl indr ica l /Plane Comparison. The results will now be pre­
sented in terms of a direct comparison between the cylindrical and 
plane melting cases. In Fig. 5, the ratio of instantaneous heat fluxes 
qc/qp is plotted as a function of time. The figure contains a full set of 
results (i.e., subcooling ratios from 0 to 4) for Ste = 0.1 and 1.0. To 
minimize overlap, the ordinate scales for the two cases have been 
slightly displaced. With a view to avoiding further congestion, the 
results for Ste = 0.5 are not presented here expept for the zero sub­
cooling case, the particular use of which will be described shortly. 

The figure shows that for all cases the instantaneous heat flux for 
cylindrical melting exceeds that for plane melting, and the deviation 
between the two cases grows rapidly with time. This trend reflects the 
fact that the decrease of the heat flux with time, which is a natural 
consequence of the thickening of the thermally active layers, is sub­
stantially slower for the cylindrical case than for the plane case. 
Within the range of melting times for which computations were per­
formed, cylinder surface heat fluxes are encountered that are on the 
order of five times as large as the fluxes on a surface bounding a plane 
melting layer. 

As the degree of subcooling increases at a fixed Stefan number, the 
deviation between the cylindrical and plane heat fluxes increases; This 
is because the cylindrical solid surrounding the melt layer offers less 
resistance to heat inflow and larger storage capacity than does the 
plane solid, and these attributes are activated with subcooling. The 
results also display an effect of Stefan number, but it is difficult to 
relate this effect to physical occurrences since Ste appears both as a 
curve parameter and as a factor in the abscissa variable T. 

The results presented in Figs. 2 and 5, when used in conjunction 
with equation (20), enable the heat flux at the cylindrical surface to 
be evaluated. Thus, 

<Zc = (q/9o)c(Oc/gP)o<7Po (25) 

where the first and second factors are respectively read from Figs. 2 
and 5, and qpo is computed from equation (20). The inclusion of the 
(9c/9p)o curve for Ste = 0.5 in Fig. 5 enables evaluation of qc for that 
Stefan number. 

The time-integrated heat transfer results for cylindrical and plane 
melting, Qc and Qp, respectively, are defined by equation (23) and 
are presented in ratio form in Fig. 6. The structure of the figure and 
the qualitative trends in evidence therein are identical to those of Fig. 
5. The main message of Fig. 6 is that the time-integrated heat transfer 
is less sensitive to geometry (i.e., cylindrical versus plane) than is the 
instantaneous heat transfer rate. This is because the time-integrated 
heat transfer includes substantial contributions from early times, 
when qc and qp do not differ appreciably and when both are large. 

The determination of Qc can be made from an equation identical 
to (25) in which q is replaced by Q. The quantities (Q/Qo)c and 
(Qc/Qp)o are read respectively from Figs. 3 and 6, and Qpo is obtained 
from an equation derived by integrating qp from equation (20) in 
accordance with (23). 

The final graph, Fig. 7, compares the liquid layer thicknesses for 
cylindrical and plane melting. The curves in the lower and upper parts 
of the figure span the range of subcooling ratios from 0 to 4 and pertain 
respectively to Ste = 0.1 and 1.0; the zero subcooling case for Ste = 
0.5 is also included. It is seen from the figure that for the same set of 
operating parameters, the cylindrical melt layer is always thinner than 
the plane melt layer. Furthermore, the deviation increases with time, 
reflecting the fact that the thickness of a cylindrical layer grows more 

400 / VOL. 100, AUGUST 1978 Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4 

- 5 

- 4 

- 3 

-

- 2 

-

-

f=rT=rf^* 

„ _ * 

"~i "T" i 

Ste 
0.1 
0.5 
1.0 

^• • ** s 

l i 

gjf— 

I 

/ / ' ~ 4 

/ / " 

/ f; 4-0.5 
/ M'N° 
/ f #/ / ' / ' ' / / // 

w///i 
/'/"I / //. ,'r "// / /A/1 /'[of/ ///X\ 4'2" / / // / N 

•S&v / / A / 

^ " 4 T w - T * 

i i i i i i i i 

10" 10 - 2 10" 10" 
T 

Fig. 5 Comparison of the instantaneous surface heat fluxes for cylindrical 
and plane melting 
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Fig. 8 Comparison of the time-integraied surface heat transfers for cylindrical 
and plane melting 

slowly than the thickness of a plane layer. 
Of particular note is the marked effect of subcooling on the thick­

ness ratio. At a high degree of subcooling and at long melting times, 
the thickness of a cylindrical melt layer may be only a third of that 

of a plane melt layer. 
Numerical values of 0£c can be obtained from an equation such as 

(25), with q replaced by &(. Figs. 4 and 7 are used for (6V^o)c a n d 
(<W^P)o, and &tpo is from (24). 
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Fig. 7 Comparison of the instantaneous liquid layer thicknesses for cylindrical 
and plane melting 

Concluding Remarks 
The results of this analysis have shown that subcooling of the solid 

can have a marked effect on melting due to an embedded cylindrical 
heat source. Both the instantaneous and time-integrated surface heat 
transfer are substantially augmented (relative to the nonsubcooling 
case) when the subcooling ratio exceeds two. The extent of the aug­
mentation is greater at larger times as the cylindrical geometry asserts 
itself. In the presence of subcooling, the melt layer is thinner than it 
would be without subcooling, and this effect is accentuated as the 
melting proceeds. At high levels of subcooling and at long melting 
times, the layer thickness may be only about a fifth of that for no 
subcooling. 

Subcooling also sharpens the differences between cylindrical and 
plane melting. The ratio of the surface heat fluxes for cylindrical and 
plane melting, which always exceeds unity, increases substantially 
due to subcooling. Similarly, in the presence of subcooling, the 
thickness of a cylindrical melt layer is only a fraction of the thickness 
of a corresponding plane melt layer. 

In the absence of other published results for cylindrical melting of 
a subcooled solid, the only possible comparisons between the present 
results and the literature are for subcooled plane melting and for cy­
lindrical melting without subcooling. Verification runs comparing the 
present numerical solution with the classical Neumann (analytical) 

solution for subcooling of a plane melt layer yielded agreement to 
within 0.1 percent or better. For cylindrical melting without sub­
cooling, the only information published in the literature is for the melt 
layer thickness (i.e., surface heat transfer results are not given), with 
the most accurate available results being those obtained numerically 
by Stephan and Holzknecht [1]. The graphical presentation of the 
information in [1] does not enable a very precise reading but, within 
this limitation, good agreement with the present results appears to 
prevail. 
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Turbulent Flow of Water in a Tube 
with Circumferentially Nonuniform 
Heating, with- or without Buoyancy 
Experiments have been performed to study the effect of circumferentially nonuniform 
heating on the fully developed turbulent heat transfer characteristics for water flow in 
a horizontal circular tube. The use of a specially fabricated tube enabled heat to be sup­
plied to the fluid over half its circumference, while the other half was unheated. Separate 
sets of experiments were conducted with the heated portion at the top and at the bottom. 
By varying the temperature level, the Prandtl number was varied from 3.5 to 11.5. The 
Reynolds number ranged from 3,000 to 70,000. The measurements enabled circumferen­
tial distributions of the Nusselt number, wall temperature, and heat flux to be deter­
mined, and circumferential average Nusselt numbers were also evaluated. Both the cir­
cumferential average and circumferential local results demonstrate that significant 
buoyancy effects are present for bottom heating at low Reynolds numbers and high Ray-
leigh numbers, and a criterion is deduced for the onset of these effects. The top heating 
experiments were not affected by buoyancy. The buoyancy-unaffefted circumferential 
average Nusselt numbers increase smoothly over the entire range of Reynolds numbers, 
and the Prandtl number dependence is correlated as PrQA1. These Nusselt numbers are 
within about ten percent of literature correlations (applicable for Re > 10,000) for circum­
ferentially uniform thermal conditions. The circumferential distributions of the Nusselt 
number and temperature on the heated wall tend toward uniformity when the turbulence 
is well developed (i.e., higher Reynolds numbers) or when buoyancy is present. The tem­
peratures on the unheated wall are generally lower than the bulk temperature in the ab­
sence of buoyancy, but, when buoyancy is active, they are above the bulk temperature. 

Introduction 

Turbulent heat transfer in circular tubes has been the subject of 
extensive investigation for many years. In the main, the work has been 
concerned with the case where the wall heat flux and wall temperature 
are uniform around the circumference of the tube. Although cir­
cumferential uniformity is an attractive simplification in both analysis 
and experiment, it does not reflect reality in many established ap­
plications (e.g., boiler, condenser, and heat exchanger tubes) as well 
as in newer technologies. 

With regard to the latter, the receiver tubes of solar collectors are 
a case in point. The solar flux arriving at a tubular receiver will, in 
general, vary around the circumference of the tube. The extent of the 
variation depends on whether the solar collector is concentrating or 
nonconcentrating and, if concentrating, on the degree of concentration 
and the sharpness of the focus. In addition, for horizontal or inclined 
tubes, another issue that may be relevant is whether the upper portion 
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of the circumference is more or less strongly heated than the lower 
portion. The orientation of the heating may be a factor in the creation 
or suppression of buoyancy-induced secondary motions superposed 
on the forced convection mainflow. 

The foregoing considerations provided motivation and direction 
for the present research. Experiments were performed for turbulent 
flow in a horizontal circular tube which was uniformly heated over 
half of its circumference and was unheated over the other half. To 
permit examination of possible buoyancy effects, Reynolds numbers 
as low as 3,000 were investigated. Furthermore, two orientations of 
the heated section were examined: (i) heating above and adiabatic 
below (top heating), (ii) heating below and adiabatic above (bottom 
heating). To investigate the buoyancy-unaffected regime, the range 
of the Reynolds number was extended to about 70,000. Although a 
single working fluid, water, was employed in the experiments, its bulk 
Prandtl number was systematically varied to cover a relatively wide 
range, 3.5 to 11.5. Wall-to-bulk temperature differences were kept 
sufficiently small so that variable property effects were minimized. 

The measurements were focused on the determination of fully 
developed heat transfer results. Both the heated and unheated por­
tions of the tube were heavily instrumented, which enabled both 
circumferentially local and average heat transfer resulted to be ob­
tained. An appraisal of the circumferential average results yielded 
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a criterion for the onset of buoyancy effects. The buoyancy-unaffected 
average Nusselt numbers have been correlated as a function of the 
Reynolds and Prandtl numbers and are, in addition, compared to 
analytical predictions for nonuniform heating and to empirical cor­
relations for uniform heating. Circumferential distributions are 
presented for the Nusselt number, wall temperature, and heat flux 
on the heated portion of the tube and for the wall temperature on the 
unheated portion of the tube. Comparisons are made between the 
measured circumferential variations of the Nusselt number and heat 
flux and those predicted by analysis. 

A review of the literature revealed that only a few experiments have 
been performed on turbulent tube flow with circumferentially non­
uniform thermal boundary conditions [1-3].' Those experiments were 
generally of a more limited scope than the present in that neither 
buoyancy effects nor the influence of heating orientation were in­
vestigated, the Prandtl number was restricted to a single value, and 
low Reynolds numbers were not studied. Furthermore, the extent of 
the nonuniformity in heat flux was not as great as that of the present 
experiments. Heat transfer coefficients were not reported in [2], and 
the length of the heated portion of the tube was only three diameters. 
In [3], sparse instrumentation led to some uncertainties in the re­
sults. 

The effect of circumferentially nonuniform thermal boundary 
conditions on turbulent forced convection heat transfer in tubes has 
been analyzed in [4-7] for various turbulence models. The present 
experimental results will be compared with the predictions from the 
most recent and encompassing model [7], which takes account of 
differences in the tangential and radial eddy diffusivities near the 
wall. 

Buoyancy effects on turbulent forced convection heat transfer in 
horizontal tubes have, apparently, not been previously investigated 
in the presence of circumferentially nonuniform thermal conditions. 
For circumferentially uniform conditions, available flow regime maps 
[8-10] indicate that there are combinations of the Reynolds and 
Rayleigh numbers where buoyancy effects are significant. 

T h e E x p e r i m e n t s 
The experimental apparatus is an open-loop flow circuit. The flow 

is delivered to the system by an elevated constant head tank which 
is, in turn, fed by both hot and cold water lines whose adjustment 
enables control of the tank temperature (and, thereby, the Prandtl 
number). From the tank, the water passes downward into an insulated 
inlet chamber which serves as a vertical/horizontal transition while 
avoiding the secondary flows associated with an elbow or a bend. The 
water then is ducted through an 80-diameter long hydrodynamic 
development section and into the electrically heated test section. 

! Numbers in brackets designate References at end of paper. 

From the test section, it passes through an exit section which is slightly 
elevated to ensure that the test section and hydrodynamic develop­
ment length are always filled with water. The discharge from the exit 
section is directed into a weigh tank situated on a balance—thereby 
enabling direct metering of the flow. The system is equipped with 
cut-off, by-pass, and control valves. 

The test section, the hydrodynamic development length, and the 
exit section are all heavily insulated. In particular, the test section 
insulation consists of a core of free-pouring silica aerogel powder 
(which envelops the tube) contained within walls made of polyure-
thane sheet. Both the aerogel and the urethane have thermal con­
ductivities less than that of air. Heat losses were further combated 
by the use of conical-tipped plastic supports for the test section. 

The heart of the apparatus is the test section tube, which was 
especially designed and fabricated so that the fluid could be uniformly 
heated over half of its circumference and be unheated over the other 
half. Since this heating condition has, apparently, not been previously 
investigated in the research literature, there were no precedents to 
follow in designing the test section for the present experiments. 
Therefore, a substantial amount of development work had to be un­
dertaken and new fabrication procedures devised. These procedures 
are described in detail in Appendix A of [11], and only a brief de­
scription will be given here. 

In simplest terms, the test section was fabricated by first taking 
longitudinal cuts along a thin-walled stainless steel tube, thereby 
dividing it into two portions. The circumference of one portion sub­
tended an arc of 180 deg, whereas the circumference of the other 
portion subtended a 150 deg arc (30 deg of circumference was removed 
by the machining). Then, the tube was re-formed about a circular rod, 
with a special epoxy being used to fill the two 15 deg gaps between the 
respective edges of the two portions of the tube. The re-formed tube 
had an internal diameter of 3.07 cm (1.21 in.) and was 30 diameters 
in length. 

The tube had been internally honed prior to the longitudinal cutting 
operation. After re-forming, it was lightly honed again to remove any 
epoxy that was not flush with the stainless steel wall. The end result 
was such that no discontinuity could be sensed when a finger, inserted 
through the end of the tube, was moved over the epoxy joint. 

The successful fabrication of the test section tube involved a myriad 
of factors encompassing design and fabrication of auxiliary parts, 
numerous machining operations, rational selection of an epoxy and 
its proper curing, etc. Special attention had to be given to minimizing 
and compensating for possible warpage and twisting of the tube due 
to residual stress unlocked by the longitudinal cutting operation. Also, 
during the re-forming operation, the epoxy had to be maintained at 
its curing temperature (~120°C), necessitating the heating of the rod 
about which the tube was re-formed. 

Once the test section tube had been fabricated, the internal di­
ameters of the hydrodynamic development length and the exit section 
were machined to conform to that of the re-formed tube. In this way, 

• N o m e n c l a t u r e . 

A = convective area at heated surface 
cp = specific heat at constant pressure 
D = inside diameter of tube, 2r, 
g = acceleration of gravity 
k = thermal conductivity of water at Tin 

kw = thermal conductivity of tube wall 
m = mass flow rate 
Nu = circumferential local Nusselt number, 

equation (4) 
Nu = circumferential average Nusselt num­

ber, equation (5) 
Pr = Prandtl number at T/)2 

Q = rate of heat transfer over —80° < 0 < 

80° 
q = local heat flux at 0 
q = average heat flux over —80° < 0 < 80° 
q = average heat flux for heated arc 
Ra = Rayleigh number, (gjfqri4/ki>2)Pr 
Re = Reynolds number, 2m/Virry 
r = radial coordinate 
r, = inside radius 
r„, = mean radius, (r; + r„)/2 
r„ = outside radius 
S = volume heat source due to ohmic heat­

ing 
T = temperature 

Ti,z = local bulk temperature 
Ti = inside wall temperature at 0 
Ti = average value of T; over —80° < 0 ^ 

80° 
T„ = outside wall temperature at 0 
t = local wall thickness 
t = average thickness of heated wall 
2 = axial coordinate 
Ii = thermal expansion coefficient at '!),• 
0 = angular coordinate 
ii = viscosity at Tin 

v = kinematic viscosity at Tj,2 
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continuity of the flow cross section was assured. The starting length 
and the exit section were fabricated from pvc piping. 

The heating of the test section was accomplished by passing a-c 
electric current longitudinally through the tube wall. The current 
flowed in only one of the longitudinal halves of the test section, spe­
cifically, that whose circumference encompasses 180 deg of arc. This 
was achieved because the current carrying leads were attached only 
to that half and because the nonconducting epoxy prevented the 
current from entering the other half. 

In view of the low resistance of the test section (<-0.016 ohms), the 
currents were typically on the order of hundreds of amperes. Pre­
cautions were taken to minimize potential thermal distortions at the 
ends of the test sections caused by attachment of leads suitable to 
carry such high currents. In particular, the bus bars attached to the 
respective ends of the tube contained radial slits to minimize cir­
cumferential heat conduction. Furthermore, the temperature of the 
leads which carry current to the bus bars was controlled and matched 
to that at the end of the tube. 

Measurement of the electric power input (power factor = 0.996) 
to the test section served as the basis for the determination of the 
convective heat transfer rate. The power measurement was supple­
mented by measurements of the local wall thickness distribution that 
had been made subsequent to the longitudinal sectioning of the test 
section tube and prior to its re-forming. The knowledge of the local 
thickness enabled the local ohmic dissipation in the tube wall to be 
evaluated. The mean thickness of the heated wall is 0.0831 cm (0.0327 
in.). 

Calibrated 30-gage copper-constantan thermocouples were spot 
welded to the test section tube to measure its outside surface tem­
perature. At the two axial stations of specific interest in this study, 
20 and 25 diameters downstream of the onset of heating, there were 
18 and 14 thermocouples, respectively, affixed to the tube. Four 
thermocouples were situated in the hydrodynamic development 
section to measure the inlet bulk temperature. The thermocouples 
were read by a printing digital millivoltmeter. 

All electronic and electrical instruments used in connection with 
the experiments were specifically calibrated, as was the beam balance 
for the flow metering. 

Prior to each data run, the bore of the test section tube was cleaned 
and thoroughly flushed. The high Prandtl number runs were made 
during the winter season when the temperature of the cold water 
supply was in the range of 5°C. The runs at the lower Prandtl numbers 
were carried out in warmer seasons. 

The experiments were performed for nominal values of the Prandtl 
number equal to 3.5, 5.5, 7.5, 9.5, and 11.5. The Reynolds numbers of 
the data runs encompassed (in thousands) 3, 5, 10, 20, 40, and 70— 
again nominal values. For a large number of these cases, separate runs 
were made for top heating and bottom heating. All told, 47 final data 
runs were made, the specific characteristics of which are listed in 
Table 5.1 of [11], 

Data Seduction 
For the evaluation of the heat transfer coefficients, it is necessary 

to translate the measured power input and outside wall temperatures 
into inside wall temperatures and heat fluxes. For this purpose, the 
heat conduction equation for the heated portion of the tube wall can 
be employed. The analysis is simplified because (a) the heat loss from 
the outer surface of the tube is negligible, (b) the net axial conduction 
is also negligible, (c) the temperature dependence of the tube-wall 
thermal conductivity can be neglected, and (d) the electric current 
density is uniform. Items (a)-(c) were verified by calculation, whereas 
item (d) was affirmed by measurements. 

The heat conduction equation which serves as the starting point 
of the data reduction is 

1 d / dT\ 1 d2T S 
(/ ) + + — = 0 (1) 

rdr\ drf r2 d82 kw 

where S is the rate of ohmic heat generation per unit volume and kw 

is the thermal conductivity of the stainless steel wall. Based on iter­
ative calculations that will be described shortly, d2T/dB2 was typically 

found to vary by one or two percent across the thickness of the wall. 
In those few cases which were exceptions, the net circumferential 
conduction was less than lk percent of the heat generation term. 

In view of these facts, it is reasonable to regard d2T/dd2 as a con-
stant across the wall thickness, with the constant being denoted as 
(d2T/dff2) and evaluated as the average of the values at the inner and 
outer radii. In general, (d2T/d02) varies with the angular coordinate 
e. 

Then, at any fixed angular position, equation (1) may be integrated 
in r. With the application of the boundary conditions dT/dr = 0 and 
T = T0(6) at r = r0 (the outer radius), the temperature distribution 
along the inner radius (r = r,) is 

Ti(6) = T„(6) + (Sr0
2 /4feJ (1 + 2 £n(n/r0) - r,2lr0

2) 

- y2(d2T/d92) (£n(n/r0))
2 (2) 

The use of equation (2) in the data reduction procedure will now 
be described. The outside wall temperatures T0 (0) were available from 
measurements at discrete angular positions on the heated portion of 
the tube. If 0 = 0 deg corresponds to the circumferential mid-point 
of the heated arc, then the available values of T0 were at 0 deg, ±20 
deg, ±40 deg, ±60 deg, and ±80 deg, for both z/D = 20 and 25 (z = 
streamwise coordinate).2 Correspondingly, the inside wall tempera­
tures were evaluated at these 0 values. The To(0) not only served as 
direct inputs to equation (2), but were also employed to compute 
(d2T/dO'2)„ for use as first-round approximations to (d2T/dd2) in an 
iterative procedure. 

The volume heat generation rate was evaluated as the product j2p, 
where j is the current density in the cross section of interest (z/D = 
20 or 25), and p is the specific resistivity. Both of these quantities were 
determined from the measurements of current, voltage drop, and tube 
wall thickness as described in Appendix F of [11]. The radius ratio 
rilr0 that appears in equation (2) was written as (/•„ - t)Jr0 and then 
evaluated using the local (S-dependent) wall thickness. 

A first approximation to the inside wall temperature variation T,(0) 
was obtained using (d2T/d02)o as input in lieu of (d2T/df)2). With 
these Ti(6), values of (d2T/d()2), were computed at S = 0 deg, ±20 deg, 
. . . , ±80 deg. At each angular position, (d2T/d«2),- and (d2T/d»2)0 

were averaged, and the average was introduced into equation (2) to 
enable a new value of Ti(B) to be calculated. The new Ti(0) was so close 
to the first-round values that the iterative process was not carried 
further. 

With the inside wall temperatures thus determined, attention may 
be turned to the local heat flux q at discrete angular positions on the 
inside wall. Whereas equation (1) is integrated twice in r to get T,(0), 
it is integrated only once to get q(f», with the result 

q(8) = (rmt/n)S + (kJri)WriW)en(r0lri) (3) 

where rm = (r; + r0)/2 is the mean radius. 
A circumferential local heat transfer coefficient h and local Nusselt 

number Nu were then evaluated from 

h = q/(Ti - Tbz), Nu = hD/k (4) 

in which both q and T, correspond to a specific angular position. Tbz, 
which represents the bulk temperature at the axial station of interest, 
was obtained by adding the bulk rise to the measured inlet tempera­
ture. 

The circumferential average heat transfer coefficient and Nusselt 
number were defined as 

h = Q/A(Ti -Tbl),m = hD/k (5) 

where both Q and A are per unit axial length. Ideally, Q should be 
evaluated as the convective heat transfer to the fluid along the entire 

2 In addition, at z/D = 20, thermocouples were positioned at 0 = ±88 deg, but 
these thermocouples were surrounded by epoxy that overlay the tube surface 
to strengthen the bond between the two halves of the tube. Because of this, the 
temperatures sensed by these thermocouples were difficult to interpret, and 
they were not used in the data reduction 
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heated arc, i.e., - 9 0 deg < 0 < 90 deg, with T; being the circumfer­
ential average inner wall temperature over that same arc and A = «•;. 
However, as mentioned earlier, the temperature measurements in the 
neighborhood of 0 = ±90 deg were of uncertain accuracy, and their 
use would have given rise to an uncertainty in both Q and T;. There­
fore, to assure reliable results, Q, T;, and A were evaluated over the 
arc - 8 0 deg < 6 < 80 deg and, correspondingly, the Nu values corre­
spond to that arc. 

In addition to the Nusselt number, the other dimensionless groups 
that are to be employed in the presentation of the results are the 
Reynolds, Prandtl, and Rayleigh numbers 

Re = 2m/nirn, Pr = cpn/k, Ra = (g/35r;4/7e«2)Pr (6) 

In these groups, as well as in the Nusselt number, all fluid properties 
are evaluated at the bulk temperature T(«. It may be noted that in 
the Rayleigh number, the grouping contained in the parentheses is 
the so-called modified Grashof number which involves the surface 
heat flux. The quantity q is an average heat flux defined as (irrm tS) 
/(irri), where the numerator is the heat input to the fluid at a given 
axial station and the denominator is the surface area of the heated 
arc, both per unit axial length. The use of a Rayleigh number based 
on heat flux is motivated by the fact that the heat flux is nearly uni­
form on the heated arc. 

R e s u l t s a n d D i s c u s s i o n 
Circumferential average results; buoyancy effects. The 

presentation that follows will deal successively with the circumfer­
ential average results and the circumferential local results. With re­
gard to the average results, the first task is to identify the operating 
conditions at which significant buoyancy effects were encountered. 
In this connection, there is persuasive evidence that none of the 
top-heated runs were affected by buoyancy. This evidence has two 
facets. First, for those conditions where the likelihood of buoyancy 
is greatest (i.e., the lowest Prandtl number and the lowest Reynolds 
numbers), runs at different Rayleigh numbers did not show any 
variation in Nu beyond typical data scatter [11]. Second, as will soon 
be demonstrated, the Nu values for the low Reynolds number runs 
fall directly on Nu, Re curves that are logical extensions of results at 
higher Reynolds numbers. 

In contrast to the foregoing, there are operating conditions where 
the bottom-heated runs were affected by buoyancy. This is demon­
strated in Fig. 1. In this figure, the ratio of the Nusselt numbers for 
top and bottom heating (Nu( and Nui,) at the same Reynolds and 
Prandtl numbers is plotted as a function of the Rayleigh number. 
Inasmuch as the Nusselt numbers at z/D = 20 and 25 typically agreed 
to within one percent, they were averaged and then plotted in the 
figure. The Reynolds number is the curve parameter. The Prandtl 
number is not shown explicitly because mixed convection is believed 
to depend on Re and Ra, but not Pr. Since Nui is not affected by 
buoyancy, the figure shows that Nut is buoyancy affected at low 
Reynolds numbers, with the effect being enhanced with increasing 
Rayleigh number. 

A Reynolds-Rayleigh criterion for the onset of buoyancy effects for 
bottom heating was deduced fromFig. 1 and from acrossplotthereof 
[11]. The criterion was based on Nu(,/Nu( = 1.05. Fig. 2 contains a Re, 
Ra diagram which is subdivided into mixed convection and forced 
convection portions. As is physically reasonable, the threshold Ray­
leigh number for the onset of buoyancy effects increases with the 
Reynolds number. 

Attempts to compare the results of Fig. 2 with literature informa­
tion for circumferentially uniform thermal conditions did not prove 
fruitful. Neither [8] nor [9] provide mixed convection threshold cri­
teria which overlap the Re, Ra range of the present experiments and 
are based on circumferential average heat transfer results. The 
threshold criteria of [10] are based on ten percent deviations (rather 
than five percent) and are reported in terms of a Rayleigh number 
which involves the wall-to-bulk temperature difference (rather than 
the wall heat flux). 

Attention may now be turned to the buoyancy-unaffected cir­
cumferential average Nusselt number results, which are plotted as 

Fig. 1 Ratio of circumferential average Nusselt numbers for bottom and top 
heating at low Reynolds numbers 
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Fig. 2 Criterion for the onset of buoyancy effects for bottom heating based 
on five percent change In Nu 

a function of the Reynolds number in the upper part of Fig. 3 with the 
Prandtl number as curve parameter. Separate data points are shown 
for top and bottom heating, although the differences are very small. 
The plotted points represent the data at both z/D = 20 and 25, which 
were typically within one percent of each other. 

The Nusselt numbers are seen to increase smoothly with the 
Reynolds number over the entire range, but do not fall along a straight 
line. This is consistent with the newer correlations for turbulent pipe 
flows (e.g., [12]), which no longer force a power-law relation between 
the Nusselt and Reynolds numbers. The Nu, Re curves for all Prandtl 
numbers have the same shape, which permits them to be brought 
together as shown in the lower part of Fig. 3 in terms of the grouping 
Nu/Pr0-47. 

The circumferential average Nusselt numbers will now be compared 
with literature information. These comparisons will include the recent 
correlations of [12] and [13] as well as the venerable Dittus-Boelter 
(DB) equation, all of which pertain to circumferentially uniform 
thermal boundary conditions. Also, the prediction procedure of [7] 
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Fig. 4 Comparison of present Nu results with literature Information 

for circumferentially nonuniform boundary conditions was employed 
by the present authors to compute Nu for the range of 6 between —80° 
and 80°, which is the same range for which the experimental Nu values 
were evaluated. 

The comparisons are shown in Fig. 4. To mute the variation of the 
results with Reynolds number and to achieve ordinate values on the 
order of one, the Nusselt numbers have been normalized by those 
computed from the Dittus-Boelter equation. Since the literature in­
formation is not intended to be applied for Re below 10,000, the curves 
have been terminated at that point. 

From an overall appraisal of the figure, it is seen that none of the 
predictions from the literature, including those based on circumfer­
entially uniform conditions, are very far from the present data. This 
is still another affirmation of the forgiving nature of turbulent flow. 
The general level of agreement is on the order of ten percent. The 
predictions of [7], which take account of circumferential nonunifor-
mities, lie parallel to the present data and are displaced below them 
by about five percent. It is also interesting to note the general con­
sensus in evidence in the figure that the Dittus-Boelter equation gives 
Nusselt numbers that are too low at the higher Reynolds number. 

Circumferential local results . The results that will now be 
presented include circumferential distributions of the local Nusselt 
number, temperature, and heat flux on the heated arc and the dis­
tribution of temperature on the adiabatic wall. A comparison of these 
quantities with those computed using the prediction procedure of [7] 
will also be presented. Owing to space limitations, only representative 
results will be given here, but a complete presentation is available in 

[11]. 
Local Nusselt number results for both top heating and bottom 

heating are plotted in Fig. 5 as a function of angular position between 
-80° and 80°. For top heating, 0 = 0° corresponds to the topmost 
position on the circumference, whereas for bottom heating 6 = 0° is 
the bottom-most position. The figure is subdivided into three parts, 
respectively, for Pr = 3.6, 5.7, and 9.4. Each part contains a stack of 
graphs corresponding to successively increasing values of Reynolds 
number. Data points are shown only in a few graphs for illustration, 
but are otherwise omitted to preserve clarity. 

Attention will be focused on the results for Pr = 3.6, which portray 
a sequence of events that is also in evidence for the other Prandtl 
numbers, but to a lesser extent. At the lowest Reynolds number, the 
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Fig. 5 Circumferential distributions of the local Nusselt number 

bottom-heated Nusselt number distribution is nearly uniform owing 
to the circumferential transport provided by the buoyancy-induced 
secondary flow. On the other hand, the distribution for top heating 
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is distinctly nonuniform3 inasmuch as buoyancy is absent and the 
circumferential turbulent transport is weak. As the Reynolds number 
increases, the buoyancy is rendered ineffectual and the circumfer­
ential turbulent transport grows stronger. These factors cause the 
top-heating and bottom-heating results to come together and 
merge. 

Representative distributions of inside wall temperature and heat 
flux on the heated arc are presented in Pig. 6, respectively for Pr = 
3.6 (left-hand portion) and Pr = 9.4 (right-hand portion). For each 
Prandtl number, results are shown for Re ~5,000 and 40,000. The wall 
temperature and heat flux distributions are respectively expressed 
as (T; — Tbz)l(Ti - Tbz) and q/q, where both T; and q are functions 
of 6, and T; and q are averages over —80 deg < 0 < 80 deg. The data 
for top heating are portrayed by circles, whereas those for bottom 
heating are portrayed by squares. The actual data points are plotted 
for all cases in preference to showing faired curves since, in many 
cases, the faired curve would be a horizontal line at an ordinate of 
1.0. 

Inspection of Fig. 6 shows that the heat flux is very nearly circum-
ferentially uniform for all of the cases. On the other hand, the wall 
temperatures exhibit various degrees of nonuniformity. At Pr = 3.6 
and Re ~ 5,000, the top-heated (buoyancy-unaffected) distribution 
is distinctly nonuniform, whereas the bottom-heated (buoyancy-
affected) distribution is uniform. With increasing Reynolds number, 
the distinction between top and bottom heating disappears, and the 
shape of the distribution for Re ~ 40,000 is typical of that for all of 
the buoyancy-unaffected, fully turbulent cases. 

For Pr = 9.4 and Re ~ 5,000, the distributions for top heating and 
bottom heating are coincident, thereby reflecting the absence of 
buoyancy effects. At Re ~ 40,000, the temperature distribution pos­
sesses the aforementioned universal shape. 

Circumferential distributions of the temperature on the unheated 
wall are plotted in Fig. 7 for the same cases and with the same format 
as was used in Fig. 5 for the Nusselt numbers on the heated arc. The 
angular coordinate 8 = ±180 deg marks the circumferential mid-point 

of the unheated wall and is also the mid-point of the abscissa of Fig 
7. The ordinate compares the wall-to-bulk temperature difference 
at a point on the unheated wall with the average wall-to-bulk tem­
perature difference on the heated arc. A negative value of the ordinate 
indicates that the local wall temperature is lower than the bulk tem­
perature, and vice-versa. As before, the results for Pr = 3.6 are the 
most demonstrative and are, therefore, singled out for discussion. 

If attention is turned to the lowest Reynolds number (~3,000), it 
is seen that for top heating (solid line) the adiabatic wall temperature 
is lower than the bulk, whereas the opposite relation is in evidence 
for bottom heating (dashed line). This is another clear affirmation 
of the presence of buoyancy for the bottom heating case and of its 
absence for top heating. The buoyancy, when present, gives rise to a 
secondary flow which carries hot fluid into the upper portion of the 
tube. The shape of the dashed curve suggests a secondary flow pattern 
whereby hot fluid moves upward along the walls of the two vertical 
halves of the tube and descends along the vertical diameter. As the 
Reynolds number increases, the buoyancy-induced secondary flow 
diminishes. The distribution curves for top and bottom heating draw 
together and are characterized by adiabatic wall temperatures that 
are lower than the bulk. 

As a final matter, attention will be turned to the application of the 
procedure of [7] for predicting the circumferential variations in the 
absence of buoyancy. To use that method, the inside wall temperature 
distributions (over the entire 360 deg arc) were fit with a Fourier se­
ries. The Fourier coefficients were then employed, along with tabu­
lated influence coefficients, to compute q/q and Nu/Nu. One limita­
tion of the method is that only six influence coefficients are available 
in [7] for each Re and Pr, thereby requiring that the Fourier series be 
truncated after six terms. This truncation introduces a degree of 
waviness in the results. 

A representative comparison, taken from [11], between the pre­
dictions of [7] (solid lines) and the present data for both top and 
bottom heating is presented in Fig. 8. Aside from the waviness, gen­
erally good agreement is seen to prevail. 

3 Note that from their definitions, Nu is not the circumferential average of 
Nu. 
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Fig. 8 Representative comparison of ihe present data for q/q and Nu/Nu 
with predictions based on the method of [7], Re = 20,600, Pr = 3.6 

horizontal tube which is nonuniformly heated around its circumfer­
ence. By employing a specially fabricated tube, it was possible to heat 
the fluid uniformly over a 180 deg circumferential arc, while the other 
half of the circumference was unheated. Experiments were carried 
out both with the heated portion at the top and at the bottom. Water 
was the working fluid, and its Prandtl number was varied from 3.5 to 
11.5 by controlling the temperature level. Results were obtained for 
the thermally developed regime. 

There was an array of evidence showing that significant buoyancy 
effects were present for bottom heating at the lower Reynolds num­
bers and higher Rayleigh numbers (i.e., lower Prandtl numbers in the 
present experiments). This evidence included augmented values of 
the circumferential average Nusselt number, uniform local Nusselt 
numbers and temperatures on the heated arc, and relatively high 
temperatures on the adiabatic wall. On the other hand, the top-heated 
experiments were not affected by buoyancy. A Reynolds number-
Rayleigh number criterion for the threshold of significant buoyancy 
effects for bottom heating was deduced from the experimental re­
sults. 

The buoyancy-unaffected circumferential average Nusselt numbers 
increased smoothly with the Reynolds number over the entire range 
from 3,000 to 70,000. The Prandtl number dependence was correlated 
as Pr047 . The present results for circumferentially nonuniform heating 
are within ten percent of the Nusselt numbers predicted by current 
literature correlations for circumferentially uniform thermal condi­
tions. The prediction procedure of [7] for nonuniform heating yielded 
Nusselt-Reynolds curves that parallel the experimental data, with 
a deviation of about five percent. 

Circumferential distributions of the Nusselt number, wall tem­
perature, and wall heat flux on the heated arc were presented. Sub­

stantial circumferential variations of the Nusselt number and the wall 
temperature are in evidence for low Reynolds number, buoyancy-
unaffected turbulent flow, whereas buoyancy-affected flows exhibited 
circumferential uniformity. Relatively uniform distributions also 
occur for buoyancy-unaffected fully turbulent flow (i.e., at higher 
Reynolds numbers). 

The temperatures on the unheated wall are generally lower than 
the bulk temperature in the absence of buoyancy, whereas the op­
posite relationship applies when buoyancy is present. 

Acknowledgment 
Scholarship support accorded to Roger R. Schmidt by the Northern 

Natural Gas Company is gratefully acknowledged. 

R e f e r e n c e s 
1 Black, A. W., and Sparrow, E. M., "Experiments on Turbulent Heat 

Transfer in a Tube with Circumferentially Varying Thermal Boundary Con­
ditions," ASME JOURNAL OF HEAT TRANSFER, Vol. 89,1967, pp. 258-268. 

2 Quarmby, A., and Quirk, R., "Measurements of the Radial and Tan­
gential Eddy Diffusivities of Heat and Mass in Turbulent Flow in a Plain Tube," 
International Journal of Heat and Mass Transfer, Vol. 15, 1972, pp 2309-
2327. 

3 Chan, A. L., Baughn, J. W., and Hoffman, M. A., "Nonuniform Cir­
cumferential Heat Flux Experiments in a Circular Tube," ASME Paper No. 
75-WA/HT-52, presented at Winter Annual Meeting, Houston, 1975. 

4 Reynolds, W. C, "Turbulent Heat Transfer in a Circular Tube with 
Variable Circumferential Heat Flux," International Journal of Heat and Mass 
Transfer, Vol. 6, 1963, pp. 445-454. 

5 Sparrow, E. M., and Lin, S. H., "Turbulent Heat Transfer in a Tube with 
Circumferentially Varying Temperature or Heat Flux," International Journal 
of Heat and Mass Transfer, Vol. 6, 1963, pp. 866-867. 

6 Rapier, A. C, "Forced Convection Heat Transfer in a Circular Tube with 
Non-Uniform Heat Flux Around the Circumference," International Journal 
of Heat and Mass Transfer, Vol. 15, 1972, pp. 527-538. 

7 Gartner, D., Johannsen, K., and Ramm, H., "Turbulent Heat Transfer 
in a Circular Tube with Circumferentially Varying Thermal Boundary Con­
ditions," International Journal of Heat and Mass Transfer, Vol. 17,1974, pp. 
1003-1018. 

8 Petukhov, B. S., and Polyakov, A. F., "Flow and Heat Transfer in Hor­
izontal Tubes under Combined Effect of Forced and Free Convection," Heat 
Transfer, 1970, Proceedings of the Fourth International Heat Transfer Con­
ference, Versailles, France, Vol. 4, Paper No. NC 3.7,1970. 

9 Nagendra, H. R., "Interaction of Free and Forced Convection in Hori­
zontal Tubes in the Transition Regime," Journal of Fluid Mechanics, Vol. 57, 
1973, pp. 269-288. 

10 Metais, B., and Eckert, E. R. G., "Forced, Mixed and Free Convection 
Regimes," ASME JOURNAL OF HEAT TRANSFER, Vol. 86, 1964, pp. 295-
296. 

11 Schmidt, R. R., "Experiments on Buoyancy-Affected and Buoyancy-
Unaffected Turbulent Heat Transfer for Water in a Tube with Circumferen­
tially Nonuniform Heating," Ph.D. Thesis, Department of Mechanical Engi­
neering, University of Minnesota, Minneapolis, Minnesota, 1977. 

12 Petukhov, B. S., "Heat Transfer and Friction in Turbulent Pipe Flow 
with Variable Physical Properties," Advances in Heat Transfer, Vol 6, Aca­
demic Press, 1972, pp. 503-564. 

13 Sleicher, C. A., and Rouse, M. W., "A Convenient Correlation for Heat 
Transfer to Constant and Variable Property Fluids in Turbulent Pipe Flow," 
International Journal of Heat and Mass Transfer, Vol. 18, 1975, pp. 677-
683. 

Journal of Heat Transfer AUGUST 1978, VOL. 100 / 409 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



S. M. ElSherbiny 
Research Assistant, 

K. G. T. Hollands 
Professor. 

G. D. Raithby 

Department of Mechanical Engineering, 
University of Waterloo, 

Waterloo, Ontario, Canada N2L 3G1 
Assoc. Membs. ASME 

Free Convection across Inclined 
Air Layers with One Surface 
¥-Corrugated 
Experimental measurements are presented for free convective heat transfer across in­
clined air layers, heated from below, and bounded by one V-corrugated plate and one flat 
plate. The measurements covered three values for the ratio, A, (average plate spacing to 
V-height), namely, A = 1, 2.5 and 4. It also covered angles of inclination with respect to 
the horizontal, 0, of 0, 30, 45 and 60 deg, and a range in Rayleigh number of 10 < Ra < 4 
X 106. The study proves, both theoretically and experimentally, that the free convective 
heat transfer is essentially the same, regardless of whether the V-corrugated plate is 
above or below.. It was found that for the same average plate spacing, L, the convective 
heat losses across air layers bounded by one V-corrugated and one flat plate are greater 
than those for two parallel flat plates by up to 50 percent for the range studied. Experi­
mental results are given as plots of Nusselt number versus Rayleigh number. A correlation 
equation is given for Nusselt number, Nu, as a function of A, 0 and Ra. 

1 Introduction 

The heat transfer processes occurring in the conventional flat plate 
solar collector are of particular importance to solar engineers. Not the 
least important of these processes is the free convective heat transfer 
from the absorber plate to the adjacent flat glass cover. Ordinarily the 
absorber plate is made flat; however, a number of studies have pointed 
out the advantageous effects of V-corrugating the absorber plate, 
especially in air heaters [1-3]. Although a considerable number of 
studies [4-18] have investigated free convection across air layers 
bounded by two flat plates, there is a lack of information in the case 
where one of the plates is V-corrugated. In the only previous study, 
Chinnappa [19] reported measurements for the horizontal case only, 
and for a rather narrow range in Rayleigh number (7 X 103 to 7 X 
10B). 

In the present study, the free convective heat transfer across an air 
layer bounded by a V-corrugated plate and a flat plate was measured 
(see Fig. 1). The opening angle of the V-corrugations was 60 deg. Three 
aspect ratios, A, equal to the ratio of the mean plate spacing (L) to 
the height of the V's {H), were covered; these were: A = 1, 2.5 and 4. 
Measurements were taken at four angles of tilt with respect to the 
horizontal: 9 = 0, 30, 45 and 60 deg. The ratio of W/L was kept at 
values equal to 12 or greater. For these values it is assumed that the 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 14,1977. 

heat transfer in the central region of the plates is independent of W/L; 
the heat transfer was measured in this region. Measurements were 
performed over a wide range of Rayleigh number, 10 < Ra < 4 X 106, 
where Ra is based on the mean plate spacing, L. The experiments 
covered the two possible configurations shown in Fig. 1. In the first, 
Fig. 1(a), the lower plate is V-corrugated and heated, and the upper 
is flat and cooled (this situation corresponds to that in a solar collector 
having a V-corrugated absorber plate). In the second, Fig. 1(6), the 
upper plate is V-corrugated and cooled and the lower plate is flat and 
heated. In fact, as will be discussed later, the free convective heat 
transfer is essentially the same for both configurations. 

Previous studies of free convection in plane air layers are highly 
relevant to the present work and hence the results of these are briefly 
discussed here. For the case of the horizontal air layer heated from 
below, the layer remains stagnant, and therefore heat transfer is by 
conduction alone, until the Rayleigh number exceeds a critical value, 
Rac = 1708. The cellular fluid motion accompanying this instability 
results in an abrupt rise in the Nusselt number with increasing Ray­
leigh number. A further increase in Ra produces more complex flows. 
For Ra > 106, the flow is often considered to be fully turbulent. 
Measurements of the temperature profile at high Ra [15-17] show that 
conductive layers develop close to the surface and the resistance to 
heat transfer appears to be localized in these layers; away from these, 
the mean local temperature was approximately constant. For the case 
of inclined air layers bounded by plane surfaces, and for low Ra, a 
unicellular base flow circulates up the heated surface and down the 
cooled one, for any finite value of Ra. Except at the ends of the layer, 
the base flow does not contribute to the heat transfer, and the local 
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Fig. 1 Schemaiic of inclined air layers bounded by one V-corrugated plate 
and one flat plate. The Nusselt number for both configurations Is the same (for 
practical purposes) for the same value of A and Ra for a given fluid 

Nusselt number in the central region is unity for Rayleigh numbers 
less than a critical value Rac. For 0 < 60 deg, the critical value is Rac 

= 1708/cos 0 [10, 18]. The immediate post-critical flow consists of 
steady longitudinal rolls with their axes along the up-slope [18]. For 
very high Ra, the flow is expected to take up the boundary layer 
structure. Reference [9] gives a recommended correlation equation 
for Nu = Nu(Ra, 0) for 0 < 0 < 60 deg. 

2 T h e o r e t i c a l C o n s i d e r a t i o n s 
Reciprocity. If the heat transfer across the fluid layer in Fig. 1(a) 

is identical to that in Fig. 1(6) for the same aspect ratio, angle of tilt 
and Rayleigh number, then by our present definition, "reciprocity" 
holds. Starting from the fundamental equations of motion, the Ap­
pendix shows that reciprocity does hold provided terms in the energy 
equation associated with the Eckert number (viscous heating and 
DPd/Dt) are negligible. In the present experiments, and in solar col­
lectors, these terms are of order 10 - 7 relative to retained terms, so that 
reciprocity holds to a high level of approximation. Reciprocity was 
also demonstrated experimentally where virtually the same results 
were obtained for both orientations. These results will be discussed 
later. 

The same analyses showed that, for a given fluid, the Nusselt 
number is primarily a function of the following dimensionless 
groups: 
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Fig. 2 Conduction Nusselt number for the V-corrugated problem 

Nu = Nu(Ra,A,0) (1) 

Conduction Solution. At very small Rayleigh number, the heat 
transfer across the air layer is purely by conduction (aside from the 
radiation), and the corresponding Nusselt number is denoted by Nuc. 
Due to the corrugations, Nuc is not unity in the present problem, as 
is the case for two flat plates. Since a closed form solution does not 
seem possible, it is helpful to establish upper and lower bounds on Nuc 

using the method of Elrod [21]. For this problem (see [20] for details) 
two bounds are: 

A In 
ilA + 1\ 

\2A - 1/ 
< N u c < ^ ! - A 

\2A - 1/ 
(2) 

These are plotted in Fig. 2. It will be seen that the form of the equation 
for both bounds is the same, suggesting that the exact values of Nuc 

could be correlated by an equation of the form: 

Nu, = /(A) • A In 
/2A + 1 

\2A - ) 
(3) 

where /(A) is a bounded function of the aspect ratio. The following 
equation of this form closely fits the result obtained in a recent nu­
merical study of this problem [26]: 

Nuc = / 
\ i - o . ; 

I 

'.3025/A + 0.06825/A2 

This equation is also plotted in Fig. 2 

) • 

A In 
2A + 1\ 

\2A-
(4) 

. N o m e n c l a t u r e — — 
A = aspect ratio = L/H 
B = correlation function of 0 given by equa­

tion (9) 
CP = specific heat at constant pressure of 

air 
Ec = Eckert number = k2/p2Cp

3L2&T 
S - gravitational acceleration; gk is compo­

nent of g in Xk direction 
H = the height of the V's (Fig. 1) 
h = coefficient of heat transfer across the air 

layer by convection and conduction, based 
on the flat plate area 

k = thermal conductivity of air 
K = correlation function of A given by 

equation (8) 
£ = mean plate spacing (Fig. 1) 
Nu = Nusselt number in central region of 

plates = hL/k 
Nuc = Nusselt number applying when the air 

is effectively stagnant, and consequently 
due only to conduction 

Pd = pressure departure from hydrostatic 
pressure 

Pr = Prandtl number, Cpn/k 
Ra = Rayleigh number = L3p2figCp(Th -

Tc)/ixk 
Rac = critical Rayleigh number, or Rayleigh 

number below which air is effectively 
stagnant 

Ra( = correlation function of 6 given by 
equation (10) 

t - time 
T = temperature of air 
Tc = temperature of cold plate 

Th = temperature of hot plate 
AT=Th- Tc 

Ui, M2, "3 = velocity components in directions 
xi, x2,x3 

W = the width of the air layer (Fig. 1) 
xi, X2, X3 = spatial coordinates (see Fig. 1) 
a = thermal diffusivity of air 
/? = coefficient of thermal expansion of air 
0 = angle of inclination of air layer measured 

from horizontal (Fig. 1) 
9 = (Th- T)/ATforFig. 1(a) orientation; (T 

- TC)/&T for Fig. 1(6) orientation 
p. = dynamic viscosity of air 
v = kinematic viscosity of air 
p = density of air 
cf> = dimensionless dissipation function, see 

[25] for full expression 
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An electric analog experiment using Teledeltos paper was under­
taken to measure the conduction Nusselt number (see [22] for de­
scription of method) as an additional check on the numerical results. 
These were carried out at the three aspect ratios at which convective 
heat transfer was to be measured. These measurements fell consis­
tently lower than the predicted values but differences were less than 
or equal to about five percent. The anisotropic conductivity of the 
Teledeltos paper could have caused most of this discrepancy. 

Turbulent Boundary Layer Limit. At very high Rayleigh 
numbers, the flow is considered to be fully turbulent and the thermal 
resistance lies totally in the conduction layers developed close to each 
surface [15-17]. A method for obtaining an approximate asymptotic 
relation between Nu and Ra at high Ra from an expression for the 
turbulent conduction layer thickness is given in [23]. Applying this 
to each of the two boundary layers, and equating the free convective 
heat transfer for each surface, gives the following asymptotic relation 
in the turbulent regime for 6 = 0 deg: 

/ Ra \ i/3 
Nu.= (. ) Ra—«>, 0 = Odeg (5) 

V3377/ 
Full details of this derivation are given in [20]. 

3 Description of Exper iment 
The University of Waterloo Natural Convection Apparatus was 

used in this experiment. It has been fully described in [9,10,24], For 
the present problem, the upper plate was replaced with a corrugated 
copper plate which was constructed by folding a 0.813 mm (0.032 in.) 
thick copper sheet into a V-corrugated shape. The opening angle of 
the V's was 60 deg and the height (H) was 12.7 mm (0.5 in.). The 
corrugated plate was maintained at a constant uniform temperature 
of ~27°C (~80°F) by passing water through many copper tubes, that 
were soldered to the back of the corrugated plate. The lower flat plate 
was heated to a constant temperature of 35°C (95°F). To reach the 
upper limit in Rayleigh number, a second V-corrugated plate with 
large corrugations was also used, having a sheet thickness of 1.626 mm 
(0.064 in.), and the height (H) was 31.75 mm (1.25 in.). Full details 
of the experimental procedure and data processing are given in [9,10, 
20]. 

In order to calculate the Nusselt number, the radiative component 
of the measured heat transfer must be subtracted away. For a tem­
perature difference between the plates that closely matched those in 
the experiments (the value of Ra was changed experimentally by al­
tering the pressure holding AT fixed), a radiative heat transfer coef­
ficient was determined by measuring the total heat transfer across 
the layer at pressures which were sufficiently low (<0.07 atm) to insure 
effectively no convective heat transfer, but sufficiently high to avoid 
rarified effects on the thermal conductivity. The radiative heat 
transfer coefficient was calculated by subtracting the conductive heat 
transfer (calculated from equation (4)) away from the total measured 
value and dividing by the temperature difference between the plates. 
At higher Ra values where heat transfer by convection plus conduction 
was desired, the total heat transfer was measured and the radiative 
component subtracted away using the same radiative heat transfer 
coefficient. The absolute uncertainty in the Nusselt number intro­
duced by this method of radiative correction can be shown to be equal 
to the absolute uncertainty in estimating Nuc; this error is not ex­
pected to exceed .05 and is most probably considerably less. 

The thermal properties of air were calculated at the arithmetic 
mean of the plate temperatures. An error analysis indicated that the 
maximum error in measuring Rayleigh number was 5.6 percent, and 
in Nusselt number, four percent. 

In order to investigate the effect of the various parameters on the 
free convective heat transfer, a wide range in these parameters was 
used (A = 1,2.5 and 4; for 8,0 = 0,30,45 and 60 deg; and for Ra, 10 < 
Ra < 4 X 106). The plate with small corrugations, H = 12.7 mm (0.5 
in.), was used for all aspect ratios. For A = 1, the mean plate spacing 
(L) was too small to obtain the upper limit of Ra, so the plate with 
large corrugations, H = 31.75 mm (1.25 in.), was used as well, allowing 
the upper limit of Rayleigh number (Ra « 4 X 106) to be obtained. 

Most experimental runs were made with the configuration shown 
in Fig. 1(6), using the guarded heater plate imbedded in the flat lower 
plate to measure the heat flux. Some measurements were also made 
on the situation shown in Fig. 1(a), in which case the plate containing 
the guarded heater plate was used as the upper plate. In this situation, 
cooling rather than heating would have to be applied to the heater 
plate to keep it at the same temperature as the rest of the upper plate. 
Since such cooling was not possible, the heater plate could deviate 
from the upper plate by up to 1.5°F (or ten percent of the total tem­
perature difference) for these runs, depending on the Nusselt number. 
Since the deviation represents an experimental uncertainty, experi­
ments using the situation shown in Fig. 1(6) were preferred. 

4 E x p e r i m e n t a l R e s u l t s 
Fig. 3 shows the experimental results for both cases, A and B (Fig, 

1), for aspect ratio A = 4 and 0 = 45 deg. Nearly identical results were 
obtained for both cases for the same Rayleigh number. This plot gives 
an experimental proof that reciprocity is valid within experimental 
uncertainty. The above experiment was repeated with 0 = 0 deg. In 
this case, some significant differences were observed («15 percent) 
between cases A and B, but these were shown to be due to the noni-
sothermality of the upper plate in Case A. Details are given in [20]. 
All further experiments were performed using the configuration 
shown in Fig. 1(6). 

The experimental measurements of Nusselt number, Nu, and 
Rayleigh number, Ra, are plotted in Figs. 4,5 and 6, for aspect ratios, 
A, of 1, 2.5 and 4, respectively. The plots are given in the form of Nu 
versus Ra cos 0. 

For A = 1, the data points from the V-corrugated plate with small 
corrugations agreed with those from the second plate with larger 
corrugations. This substantiates that the Nusselt number is only 
dependent on the aspect ratio, A (and not separately on H), as was 
indicated by the dimensional analysis. For 8 = 0, the Nusselt number 
was constant and equal to Nuc, indicating absence of convection up 
to a critical Rayleigh number, Ra^, after which convection started and 
a sudden increase in Nu was observed with the increase in Ra. The 
concept of a critical Rayleigh number governing the start of convection 
motion, one that has been developed in many studies for plane air 
layers, therefore appears equally relevant for V-corrugated air-layers. 
For 0 > 0 and A = 1, the absence of the distinct break in the Nu-Ra 
curve suggests that a cellular base flow exists within the trough of each 
V-groove that contributes significantly to the heat transfer through 
the Ra-range in which the abrupt increase in Nu would be otherwise 
expected. At the larger aspect ratios, this effect appears to be lost, 
presumably because base flow circulation cells in the troughs have 
either vanished or are sufficiently weak to be unable to contribute to 
the heat transfer across the larger gap between the plates. 

A dashed line representing the correlation equation given by Hol­
lands, et al [9] for plane air layers, and using the average plate spacing, 
is plotted on each figure for comparison with the present problem. 
It is seen from the figures that the conduction Nusselt number is 
higher by 43,14 and 8 percent for A = 1, 2.5 and 4, respectively. The 
Rayleigh number at which convection starts (0 = 0 deg) or begins to 
play a significant role (for 0 > 0 deg) is slightly higher for the V-cor­
rugated case, indicating some suppression of convection by the V's. 
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Fig. 3 Measured Nusselt numbers for both configurations In Fig. 1, proving 
that reciprocity holds 
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Fig. 5 Measurements of Nu as a function of Ra cos 0 for A = 2.5 

There is reasonable agreement between the plane and V-corrugated 
air layers for 3 X 103 < Ra < 3 X 104 for A = 2.5 and 4, and in a very 
narrow band about 8 X 103 for A = 1. At still higher Ra, the data fall 
progressively higher than the corresponding flat plate data. It is 
speculated that this is caused by cold jets of air departing from the 
tips of the grooves that penetrate the boundary layer in the opposite 
flat wall. If this is the mechanism, then it would be expected that the 
Nusselt number at much higher Rayleigh numbers would not continue 
to depart from the dashed lines, but rather approach from above as­
ymptotes parallel to those for the plane layer. 

For A = 1 and 8 = 0 deg, the data points from the previous study 
given by Chinnappa [19] are plotted for air layers bounded by a lower 
heated corrugated plate and an upper cooled flat plate. He used aspect 
ratio A = 0.968 with H = 16.256 mm (0.64 in.) in the range 8.9 X 103 

< Ra < 2 X 104, and A = 0.931 with H = 44.196mm (1.74 in.) in the 
range 5.3 X 104 < Ra < 4 X 106. The results from the present study 
are seen to be somewhat lower than those given by Chinnappa, but 
the reason for this difference is not clear. However, it may be of in­
terest to note that the apparatus used in the present study has been 
subjected to a number of checks, such as measurements of the critical 
Rayleigh number [10], and measurement of the thermal conductivity 
of air [24], and no such checks were reported for Chinnappa's appa­
ratus. Chinnappa evaluated the radiative component of heat transfer 
through calculations, while in the present study, this component was 
evaluated through measurements made at a very low pressure and 
perhaps, therefore, the difference could be related to the radiative 
correction. 

5 Corre la t ion E q u a t i o n 
It would be useful, for practical applications of these measurements, 

to have a single equation correlating Nu with Ra, A and 8, valid for 
the entire experimental range of values. Guided by the form of the 
equation for inclined plane layers (Hollands, et al [9]), the following 
equation was found to be suitable over most of the range of inter­
est: 

Nu> .Nuc+ifr1__5^_iv1. 
L RacosfiJ V 

Rac(sin l.88)h\ 

+ B 

Ra cos 8 

/Ra cos ( 

A Rat 

\ 1/3 1 @ 

) -1] (6) 

EXPERIMENTAL POINTS 

-EQUATION ( 6 ) 

-REFERENCE ( 9 ) 

Fig. 6 Measurements of Nu as a function of Ra cos 0 for A = 4 

where Nuc is given by equation (4), and 

Rac = 1708 
, 0.036 2.69 1 + + 

A A2 
1.701 

A3 J 

K 
2460 | 

R a c I 

= 2.23 -

0.195 
1 + 

5.97 4.161 

A2 A3 J 
0.01230 + 0.34 X 1O~302 

(7) 

(8) 

(9) 
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Ra t = 11,300[1 + 0.204 sin [4.50(9 - 37.8 deg)]] (10) 

In these equations, 0 must be expressed in degrees. The operator [ ] # 

denotes that the value of the quantity is to be taken as zero if the 
argument inside the brackets is negative but otherwise takes on the 
value of the argument; that is, if x represents any quantity, 

[*]«• = ([x| +x)/2 

Equation (6) has been plotted in Figs. 4, 5 and 6 as a solid line. 
Agreement is seen to be good (within eight percent) except for the 
narrow range 103 < Ra < 104 for A = 1 where errors of up to 30 percent 
are observed. 

A few brief comments about the correlation equation may prove 
helpful. The first term, pure conduction, is the only term which re­
mains in the equation for Ra < Rac. For Ra > Rae, the next term 
represents the abrupt rise in heat transfer which accompanies the 
onset of convective motion for Ra > Rac. The value of Rac was found 
experimentally to depend on an inverse fashion on the aspect ratio, 
A; equation (7) represents an empirical fit to the three measured 
Rac 's, using data from the three aspect ratios for 6 = 0 deg, and using 
1708 (for plane layers) as the asymptote for A -» <°. The rise in Nu 
with Ra at the onset of convection is governed by the parameter K. 
The equation for K is an empirical fit to the three separate values 
obtained for K (using the methods described in [10]) at 0 = 0 deg for 
the three aspect ratios, and using again the plane-layer value for the 
A -* °° asymptote. 

In the correlation equation for plane layers [9], the counterpart of 
the third term in equation (6) arose from the conduction-layer analysis 
for fully turbulent heat transfer, and represented the limiting ex­
pression for Nu for asymptotically high Ra. The analogous procedure 
for the V-corrugated layer leads to equation (5), for 0 = 0 deg, and 
therefore to the form of the third term in equation (6). However, the 
asymptotic value of Nu from equation (6) are higher than those pre­
dicted by equation (5) by about 33 percent. If the predicted asymp­
totes are correct, one would conclude that the experimental Ra values 
are not sufficiently high to have reached the asymptotic fully turbu­
lent state; for the present geometry, it is possible that extremely high 
Ra is required to destroy the cold jets departing from the tips of the 
V's, and prevent them from penetrating the boundary layer on the 
opposing flat surface. 

6 C o n c l u s i o n s 
1 Free convective heat transfer across inclined air layers with one 

surface V-corrugated is greater than that for plane air layers with the 
same average spacing by up to 50 percent over the range studied. 

2 Heat transfer by free convection between a lower heated V-
corrugated plate and an upper cooled flat plate is essentially un­
changed if the two plates are interchanged, provided the lower plate 
is heated in both cases. 

3 A semi-empirical equation for the conductive Nusselt number, 
Nuc, for the V-corrugated problem was determined. It is given by 
equation (4). 

4 The concept of a critical Rayleigh number, Rac, governing the 
first appearance of convective motion, appears to be as valid for the 
V-corrugated layer as for a flat layer, at least for 0 = 0. The value of 
Rac for a V-corrugated layer is generally slightly higher, indicating 
convection suppression by the V's (equation (7)). For 0 > 0 and small 
aspect ratio, base flow may contribute substantially to the heat 
transfer at Rayleigh numbers below critical. 

5 A single correlation equation (equation (6)) was found to agree 
within ~8 percent with measurements covering the range of variables, 
1 < A < 4,0 deg < 0 < 60 deg, and 10 < Ra < 4 X 106, except for A = 
1, and 103 < Ra < 104 where differences were up to 30 percent. 
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APPENDIX 
In order to prove reciprocity, the full equations of motion and en­

ergy [25] for a Newtonian fluid are used with the assumption that all 
fluid properties are constant, except for density in the buoyancy 
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terms; here a linear dependence on temperature is assumed 
(Boussinesq's approximation). The equations, including boundary 
conditions, are written twice, once for each of the two geometries and 
coordinate systems shown in Pigs. 1(a) and 1(b). These equations are 
then nondimensionalized using the scale L for length, klpLCp for 
velocity, pCpL

2/k for time, and k2/pCp
2L2 for pressure. The other 

symbols are contained in the Nomenclature. The average Nusselt 
number for both problems is given by identical equations in terms of 
the nondimensional temperature 9. This quantity is in turn governed 
by identical equations and boundary conditions (in terms of nondi­
mensional quantities) except for the signs of two terms in the energy 
equations. These equations are now presented; where two signs appear 
before a given term, the upper sign refers to the geometry in Pig. 1(b) 
and the lower to Fig. 1(a). 

diii/dxi = 0 

Diij 

Dt ' 

dPd d2w 
- + P r 

dXi dXkdXk 
+ RaPr 0 0 

Dt Dt 

(0T)L(gkUk) , d2Q 
+ -Cp(Th - Tc) dxkdxk 

-± EcPr * 

It is clear that viscous dissipation effects (the last term in the energy 
equation) will not permit reciprocity to hold exactly because it creates 
an upward buoyancy force for both geometries. Both the terms that 
have sign changes have the Eckert number, Ec, as a coefficient, which 
is of order 5 X 10~13 to 8 X 10~8 in the present experiments. Dropping 
these terms, the equations and boundary conditions become identical 
for both problems. The parameters on which the Nusselt number 
depends are Ra, Pr, (/3T)Lg/Cp(Th - Tc) and A (from the boundary 
conditions). The third term can be dropped from the list of relevant 
parameters because the adiabatic lapse rate, (/3T)g/Cp, is much 

smaller than the temperature gradient across the layer (T/, 
in the present problem (0TgL/Cp(Th - Tc) ~ 1CT5). 

• TC)IL 

531 Aerothermochemlstry of Metal Erosion by Hot Reactive Gases (77-HT-12) 
A. Gany, L. H. Caveny, and M. Summerfield 

TECHNICAL NOTES 

537 Effect of Circumferential Wall Heat Conduction on Boundary Conditions for Heat Transfer in a 
Circular Tube 

J. W. Baughn 

539 Heat Transfer in the Entrance Region of a Straight Channel: Laminar Flow with Uniform Wall 
Temperature 

M. S. Bhaiti and C. W. Savery 

542 Mixed Convection about a Sphere with Uniform Surface Heat Flux 
A. Mucoglu and T. S. Chen 

544 Radiation Augmented Fires within Enclosures 
A. T. Modak and M. K. Mathews 

547 Approximate Radiation Shape between Two Spheres 
J. D. Felske 

549 Tube Wall Temperatures of an Eccentrically Located Horizontal Tube within a Narrow Annulus 
R. W. Alperi 

552 A Finite Element Thermal Analysis Procedure for Several Temperature Dependent Parameters 
E. A. Thornton and A. R. Wieting 

554 Temperatures in an Anisotropic Sheet Containing an Insulated Elliptical Hole 
M. H. Sadd and I. Miskleglu 

556 Heat Conduction in Axisymmetric Body-Duct Configuration 
T. Miloh 

559 Closed form Solutions for Certain Heat Conduction Problems 
A. K. Naghdl 

DISCUSSION 

561 Discussion of a previously published paper by 
A. A. Sfelr 

561 Discussion of a previously published paper by 
A. F. Emery and F. B. Gessener 

ANNOUNCEMENTS 

385 Call for Papers—18th ASME/AIChE National Heat Transfer Conference 

394 International Conference on Numerical Methods in Thermal Problems 

564 Information for Authors 

Journal of Heat Transfer AUGUST 1978, VOL. 100 / 415 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



F. B. Cheung 

Reactor Analysis & Safety Division, 
Argonne National Laboratory, 

9700 South Cass Avenue, 
Argonne, III. 60439 

Correlation Equations for Turbulent 
Thermal Convection in a Horizontal 
Fluid Layer Heated Internally and 

om Below 
High Rayleigh number thermal conuection in a horizontal fluid layer with uniform volu­
metric energy sources and a constant rate of bottom heating is studied analytically by a 
simple boundary layer approach. Heat transfer characteristics of the layer are defined 
in terms of local boundary-layer variables. Correlation equations are derived for the 
upper and the lower surface Nusselt numbers as functions of two independent Rayleigh 
numbers, based respectively on the surface to surface temperature difference and the vol­
umetric heating rate. Variation of the turbulent core temperature, which so far has not 
been determined successfully by existing analytical methods, is obtained. This is found 
to depend on a single dimensionless parameter which measures the relative rates of inter­
nal and external heating. Results of this study are presented with available experimental 
data. 

I n t r o d u c t i o n 

This communication presents some heat transfer properties of a 
horizontal fluid layer undergoing turbulent thermal convection. The 
fluid motion of the layer is considered to be induced by buoyancy due 
to a temperature-caused density variation. There are three different 
mechanisms of heating which can result in an unstable buoyancy force 
distribution of the layer. These are: (a) heating from below (external 
mode), (b) heating from within (internal mode), and (c) simultaneous 
internal and external heating. In case (a), corresponding to Ray-
leigh-Benard convection, the unknown heat transfer quantity is 
usually the surface heat flux. This is correlated to an "external" 
Rayleigh number based on the surface to surface temperature dif­
ference. On the other hand, the unknown quantity in case (b) is the 
maximum temperature difference of the layer, which customarily is 
correlated to an "internal" Rayleigh number based on the rate of 
volumetric heat generation. In both cases, heat transfer is governed 
principally by a single parameter. The physical situation of interest 
in the present study is represented by case (c). Here, not only the 
surfaceheat flux (both the upper and lower ones) but also the fluid 
temperature are unknown. These unknown quantities are, in general, 
functions of two independent parameters which are characterized by 
the internal and external Rayleigh numbers. So far, there is no existing 
correlation in the literature which displays the combined effects of 

these parameters. The purpose of this study is to seek such a corre­
lation. 

Turbulent thermal convection in horizontal fluid layers has recently 
played an important role in nuclear reactor safety analysis. In one 
failure mode, the processes of natural convection occurring in an in­
ternally heated layer of molten fuel and in an externally heated layer 
of molten steel or liquid sodium have been considered, among others, 
as the major mechanisms of decay heat removal. Following a postu­
lated core meltdown event, the molten steel layer with some dissolved 
fission products in it is likely to rest on the top of the heat-generating 
layer of fuel. While the molten steel layer is heated from below by the 
fuel, it is also heated internally by the dissolved fission products (at 
a much lower power level than that of the fuel). The capability of 
upward heat removal from the fuel-steel system relies on the thermal 
convection process occurring in the molten steel phase. Heat transfer 
coefficients as functions of the internal and external Rayleigh num­
bers of the steel layer are needed to provide realistic estimates of the 
thermostructural requirements of molten core retention devices. A 
similar class of natural convection problems can be encountered in 
many geophysical processes such as the buoyancy-induced motions 
in the earth's mantle [1, 2].1 Because of radioactive heat generation 
within the continental crust, energy source driven thermal convection 
is considered to play an important role in the mantle convective 
processes [3, 4]. 

Without volumetric heating, the classical Rayleigh-Benard con-
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vection has been studied quite extensively, as reviewed by Brindley 
[5] and Spiegel [6]. Current experiments by Threlfall [7], Chu and 
Goldste'11 [8], and Garon and Goldstein [9] have yielded excellent data 
o n the Nusselt number-Rayleigh number relationship. The asymp­
totic behavior of the Nusselt number as the Rayleigh number ap­
proaches infinity has recently been re-examined by Long [10] and 
Hollands, Raithby, and Konicek [11], The behavior was clearly shown 
to obey the 1/3 power law. For nature convection driven by internal 
energy sources, there are many studies known [12-15]. Consistent 
measurements on the surface heat transfer coefficient have currently 
been obtained by Kulacki and Goldstein [16], Kulacki and Nagle [17], 
and Kulacki and Bmara [18]. A recent general review of the subject 
has been given by Tritton [19]. For this type of buoyancy-driven 
motions, the asymptotic behavior of the Nusselt number is less un­
derstood. A simple dimensional reasoning seems to suggest a 1/4 
power-law dependence at high Rayleigh numbers [20] Thus far, the 
heat transfer correlations for this kind of flow appear to bear no simple 
relationship to those for Rayleigh-Benard convection. 

It is now generally accepted that for high Rayleigh number free 
convection between two smooth horizontal surfaces the fluid tem­
perature varies markedly only in thin diffusion layers near each sur­
face. This boundary layer-dominant aspect of turbulent flows is to 
be employed in the present study. Heat transfer characteristics of an 
unstably stratified horizontal fluid layer are analyzed in terms of local 
parameters for the individual thermal boundary layer. A simple 
boundary layer equation, common to both heat source-driven and 
Rayleigh-Benard convection, is obtained. This equation, when applied 
to a horizontal fluid layer heated volumetrically and from below, re­
duces the number of independent controlling parameters of the layer 
to one. Correlation expressions are derived accordingly for the upper 
and lower surface heat transfer as functions of the internal and ex­
ternal Rayleigh numbers. 

S imple B o u n d a r y L a y e r A n a l y s i s 

Consider a steady heat transfer process in a horizontal fluid layer 
with uniform volumetric energy sources q and bottom heating rate 
Qd. In the absence of convection, the conductive temperature profile 
of the layer is 

T- Tx + — (L2 - z2) + — (L - z) 
2k k 

(1) 

where both q and Qd are positive constants. With equation (1), the 
upper and lower surface heat transfer can be expressed by 

.clk 
2 

fcAT qL , „ kAT 
: 1 a n C ( Qd = . 

L 2 L 
(2) 

where AT = T0 - 1\ is the surface-to-surface temperature difference. 
Prom conservation of energy, we have Qu = Qd + qL. This relation 
holds even though convection is present in the layer. Thus, Qu always 
differs from Qd by a constant value of qL. In terms of the average 
value of Qd and Qu, the conventional definition of Rayleigh number 
becomes 

Ra = 
gP(Qd + Qu)L* 

2k an 
(3) 

At the limit when the heat flux is entirely from below, i.e., q - 0, we 
have, from equations (2) and (3), 

RaE = 
gfi&TL3 

(4) 

This is the definition of the external Rayleigh number. On the other 
hand, when all the heat is generated within the layer and the lower, 
boundary is thermally insulated, i.e., Qd = 0, we have, 

Ra, 
2kav 

(5) 

This is the definition of the internal Rayleigh number. In general, Ra^ 
and Ra/ are independent heat transfer parameters of the layer. 

At large values of Rag, the fluid of the layer is in turbulent con­
vection. Because of strong turbulent mixing in the central core region, 
the bulk of the fluid is nearly isothermal. For the case in which there 
are no distributed energy sources, i.e., Ra; = 0, the total heat flux is 
constant throughout the layer. The flow is practically symmetrical 
with respect to the center, with thermals rising from the bottom and 
cold plumes falling from the top [8, 9]. The isothermal core region, 
which is at a temperature approximately midway between T0 and T\, 
is contained between two thin thermal boundary layers of the same 
thickness <5 (see Fig. 1 (a)). As Ra# is increased, 5 diminishes, resulting 
in a larger boundary layer temperature gradient. When there is in­
ternal heating of the layer, i.e., Ra/ ^ 0, the situation is quite different. 
The total heat flux increases linearly with distance from the lower 
surface. Because heat is being generated everywhere within the layer, 
the flow must bring all parts of the fluid close to the upper surface to 
permit them to lose heat by conduction. Therefore, the rising plume 
is less important than the sinking one.2 As a result of this lack of 
symmetry in the convection, the two thermal boundary layers are of 
different thicknesses, with larger temperature drop in the upper layer 
than in the lower one (Fig. 1(b)). As Ra/ is increased, this state of 

2 From conservation of energy, it is not difficult to realize that the sinking 
plume is responsible for higher rate of heat transfer at the upper surface. 

Fig. 1 Schematic ol the horizontal fluid layer: (a) heating from below (b) 
simultaneous Internal and external heating (c) heating from within 

- N o m e n c l a t u r e . 

g - acceleration due to gravity 
- dimensionless core temperature, 

(Tcoro - T O A T Q - Ti) 

k = thermal conductivity 
L = layer thickness 
Nu = Nusselt number 
<? = volumetric energy sources 
Q = surface heat flux 
Qd = conductive heat flux at the lower sur­

face 
Qu = conductive heat flux at the upper sur­

face 
Ras = boundary layer Rayleigh number, 

gP&TsSS/ar 

Ra/ = internal Rayleigh number, gfiqL5/ 
2kav 

Rag = external Rayleigh number, 
g/JATL3/a„ 

T = mean temperature at any z 
Ti = upper surface temperature 
To = lower surface temperature 
TCore = turbulent core temperature 
AT = surface-to-surface temperature dif­

ference, T0 - Ti 
ATj = temperature drop across the individ­

ual boundary layer 
z = vertical coordinate, 0 < z < L 
IS = isobaric coefficient of thermal expan­

sion 
S = boundary layer thickness 
v = kinematic viscosity 
a = thermal diffusivity 
$ = nonlinear ratio of the Rayleigh numbers, 

equation (25) 

Subscr ipts 

1 = upper surface 
0 = lower surface 
E = external 
/ = internal 
<5 = boundary layer 
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asymmetry in the temperature and flow field becomes more pro­
nounced. The difference in temperature between the bulk fluid and 
the lower surface is much less significant. At sufficiently high Ra/ 
(depending on the corresponding value of Rag), an extreme situation 
can be reached such that bottom heating (with lower surface tem­
perature fixed) is completely suppressed, i.e., Qd = 0. There is virtually 
no thermal boundary layer at the bottom of the layer (Fig. 1 (c)). The 
relation between Ra; and Rag for the existence of this situation is to 
be determined in the subsequent analysis. If Ra/ is increased still 
further, Q<; can become negative, so that the layer is being cooled from 
below. In that case, however, the downward heat flux is largely con­
trolled by conduction through a relatively stagnant fluid sublayer near 
the lower surface. One cannot appeal to the present boundary layer 
model, which applies only to turbulent flows. In the remainder of this 
work, we shall restrict our attention to cases in which Qd > 0. 

The boundary layer-dominant aspect of turbulent convection 
suggests that the surface heat transfer coefficients be governed 
principally by local heat transfer parameters. From dimensional 
considerations, a boundary-layer Rayleigh number can be defined 

R a j 
g/?ATj<53 

(6) 

where ATj is the temperature difference across the thermal boundary 
layer and b is the nominal boundary layer thickness. The latter is 
defined as the thickness such as to offer the same "local" resistance 
by conduction as the actual boundary layer. With this definition, the 
surface heat flux Q can be related directly to the boundary layer heat 
transfer characteristics ATj and <5. The two extreme cases represented 
respectively by Fig. 1 (a) and (c) are to be considered first. For a 
bottom-heated layer with no internal heat source, the above definition 
of 5 leads to b ~ feATj/Q. To evaluate b and Raj, the following trans­
formations are used: 

= MTJL\ / A T A b 

L V \ A 7 V 
and Raj 

/gfiATL-

V av V 
A7V 

VAT 
a\3 )© (7) 

Following the conventional definition of Nusselt number, we have 
Nu ~ Q/(k AT/L). With ATj ~ AT/2 for high Rayleigh number flows, 
equation (7) can be written as 

a I 

L ~ 2 N u 

Substituting equations (4) and (8) into (7), we obtain 

Ra £ 
R a j : 

16Nu3 

(8) 

(9) 

The above expressions for b and Raj enable us to determine the 
boundary layer characteristics directly from the existing heat transfer 
data. For a volumetrically heated horizontal fluid layer with an adi-
abatic lower boundary (Fig. 1 (c)), the following relation can be de­
rived for the upper surface heat transfer [20]: 

qL = [2kATsq + qHL-S)2]1'2 (10) 

At high Rayleigh numbers, the conduction layer should be very thin 
compared to the fluid layer as a whole, i.e., b/L « 1. Also, we should 
have ATj ~ AT in this situation. Equation (10) thus reduces to b ~ 
k/\T/qL. The Nusselt number in this case is defined by3 

Nu> 
qh 

2kATIL 
(11) 

where qL is virtually equal to the upper surface heat flux. From the 
above equation, we obtain b/L ~ l/2Nu, which is exactly the same as 
equation (8). Therefore, in terms of b/L, the definition of Nusselt 
number is common to both types of thermal convection. To express 
Raj in terms of Nu and Ra/, the following transformation is used 

3 From equation (2), the conductive heat flux at the upper surface is given by 
2k AT/L. With Nu ~ Qactuai/Qconductive, equation (11) follows. 

Ra^ • (' 
•gfiqL' 

V Ike 

2kAT\ /AT, 

qL2 V!T7 
6 \ 3 

© or Raj 
Ra/ 

8Nu4 (12) 

where ATj ~ AT has been used in the above derivation. As in the case 
of bottom-heated layers, equations (8) and (12) enable us to evaluate 
& and Raj directly from the existing heat transfer data for internally 
heated layers. 

Let us at this stage examine briefly equation (9). Without volu­
metric heating, the Nusselt number is related to the Rayleigh number 
by 

Nu ~ (RaB/Raj) 1/3 (13) 

According to the boundary layer instability model of Howard [21], 
Raj is approximately constant at large Ra/;. Therefore, Nu should be 
proportional to Ra#1 /3 at high Rayleigh numbers, indicating that the 
buoyancy flux Q should be independent of the layer depth. However, 
recent experiments [7-9] clearly show a relationship Nu ~ RaE

m
l 

where m is unmistakably less than 1/3. Instead, estimates of m range 
from 0.278 to 0.293. This result may be interpreted as an indication 
of the fact that the Rayleigh numbers so far explored are still too small 
for the boundary layer model to be strictly valid. A recent analysis by 
Long [10] suggests that Rag has to be larger than 3 X 1021 for Nu to 
approach Ra#1 / 3 with an error less than one percent in the Nusselt 
number. For turbulent thermal convection at a Rayleigh number far 
below this value, Raj is expected to be a function of b/L. Similar 
arguments can be made in regard to equation (12). 

As previously discussed, the surface heat transfer in the turbulent 
convective regime depends primarily upon the boundary layer pa­
rameters. Since b/L « 1, the total heat generated within the thin 
thermal boundary layer (for the case with volumetric heating) is 
negligible compared to the surface heat flux. Therefore, the rela­
tionship between Raj and S should be independent of the mechanisms 
of heating (Fig. 1). To examine the validity of this hypothesis, the 
published heat transfer data from references [7-9] and [17,18] are 
employed. The experimental results of Kulacki and Nagle [17], and 
Kulacki and Emara [18] for internally heated water layers having an 
adiabatic lower boundary are compared with three sets of data for 
Rayleigh-Benard convection, those of Threlfall [7], Chu and Goldstein 
[8], and Garon and Goldstein [9]. The results are shown in Fig. 2.4 The 
data set (a)-(b) represents the internally heated layer while (c)-(d)-(e) 
represents the Rayleigh-Benard layer. The scatter5 of each data set 
is believed to be caused by experimental uncertainties. For b/L > 0.03, 
corresponding approximately to Ra/ < 1 X 106, the boundary layer 
approach becomes a very crude approximation. The present analysis 
is thus restricted to b/L < 0.03 (see Fig. 2). For the bottom-heated case, 
the Raj and b/L relationship can be represented by a correlation of 
the form 

Raj = 53.1 (5/L)-o-391 (14) 

Similarily, for the internally heated case, the Raj and b/L relationship 
can be represented by 

Raj = 106.2 (b/L)-0- (15) 

Thus, the two cases differ from each other only by a constant factor 
of ~2 , 6 indicating that the boundary layer behaviors of the two 

4 The theoretical prediction by Cheung [20], based on calculated heat transfer 
results for an internally heated layer with an adiabatic lower boundary, is also 
shown in the figure. 

5 The plot of Raj versus &/L tends to amplify the differences among various 
measured data. The experimental results represented by (c), (d), and (e), f°r 

example, show considerably better agreement when presented in the conven­
tional Nu — Ra£ space. 

6 From equations (8) and (12), it can be shown that this is equivalent to a 
factor of 21/4-391 or 1.17 in the Nu - Ra/ space. As a result, a small difference 
in the coefficients of equations (14) or (15) would lead to a negligible error in 
the calculated Nusselt number. 
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Fig. 2 Generalized heat transfer correlation for high Rayleigh number thermal 
convection 

transport processes are qualitatively similar yet quantitatively dif­
ferent. The similarity part is likely to be a result of the boundary 
layer-dominant nature of the two processes. The nonsimilarity part, 
on the other hand, may be caused by the difference in turbulence 
structures outside the thermal boundary layers in the two different 
cases. Unlike the bottom-heated layer, the flow in the internally 
heated layer has to bring all parts of the fluid close to the upper surface 
to permit them to lose heat by conduction. This implies different 
transport mechanisms in the turbulent core regions of the two layers. 
Note that there are no data reported in the literature beyond S/L ~ 
0.0045.7 The validity of the boundary layer equation at very small 
values of S/L is, therefore, uncertain and must be determined by fu­
ture experiments. As S/L approaches zero, Raj is expected to approach 
a constant value, independent of S/L. 

Der ivat ion of the C o r r e l a t i o n E x p r e s s i o n s 
With the boundary layer equation, we are now able to determine 

the combined effects of the internal and external Rayleigh numbes 
on turbulent thermal convection in a horizontal fluid layer heated 
simultaneously from within and from below. Consider again the 
physical process represented by Fig. 1(b). In a region close to the lower 
surface, the effect of internal heat generation is negligible. The 
thermal boundary layer there can be expected to behave in the same 
way as that in the Rayleigh-Benard case. Applying equation (14) to 
the lower boundary layer, we have 

gP&Tsa?>o3 s»(r)" (16) 

Similar arguments cannot be applied to the region near the upper 
surface. There, the internal heat generation effect is not negligible, 
except in the case when the external Rayleigh number is considerably 
greater than the internal one. At other times, the effect is quite sig­
nificant, being more and more pronounced as the internal heating rate 
is increased. For a given value of Rag, the dimensionless turbulent 
core temperature, @core, is a monotonically increasing function of Ra/ 
(see Fig. 1). The value of @core varies gradually from one-half to unity 
as we go from case (a) to case (c). Thus, the effect of internal heat 
generation on Ra^ can be measured conveniently in terms of the di­
mensionless core temperature. Applying this idea to the upper ther­
mal boundary layer, we have, from equations (14) and (15), 

'*(©««.)(!)' (IV) 

where #(1/2) = 53.1 and §(\) = 106.2. The exact dependence of # on 
@co re is unknown and must be determined experimentally. In the 
subsequent analysis a simple functional form is assumed for jf as 
follows: 

53.1 [1 + ( 2 ( >-Dm] (18) 

With the above expression, the boundary conditions at @core
 = 1/2 

and @CQte = 1 are satisfied automatically. The variation of jf can be 
adjusted systematically by assuming different values for m. In par­
ticular, fi is a constant for m = 0, and is a linear function of @co re for 
m - 1, etc. It will be shown later that the choice of m does not affect 
substantially the calculated surface heat transfer of the layer,8 indi­
cating that equation (18) is not a crucial element of the present 
analysis. Thus, more accurate expressions for jf are not needed, al­
though the physics behind them may be of interest to explore. 

Equations (16) to (18) indicate that the surface heat transfer is 
determined completely by the local temperature drops. At high 
Rayleigh numbers, the temperature difference between the upper and 
the lower surfaces must be equal to the sum of those across the indi­
vidual boundary layers, i.e., AT = ATSl + ATio. In terms of the di­
mensionless core temperature, which is practically constant 
throughout the central region, we obtain 

(19) 
fAT S l =@ c o r e AT 

l A T i 0 = ( l - @ c o r e ) A r 

As a result, there is only one controlling variable of the layer, i.e., 
©core- To close the above system of equations, an independent ex­
pression for the surface heat transfer is required. This is obtained from 
conservation of energy: 

?i - Qo = qL (20) 

where the upper and the lower surface heat fluxes can be approxi­
mated, respectively, by 

k AT, i i . _ j r > _k^Tsa 

h 
' and Qo : 

(21) 

In the above equation, the effects of heat generation within the thin 
thermal boundary layers have been neglected. The validity of this 
approximation will be discussed later. Substituting equations (19) 
and (21) into (20), we obtain, after rearrangement, 

2Ra, @co re 1 - @ co; 

Ra E 

(22) 
5i/L 60/L 

where the relation Ra//Rag = qL2/2kAT has been used. From 
equations (16) and (18), Si and So can be related to @core by 

,S0 = (53.1)0-298 

11 R a E
0 2 9 5 ( l - @c„re)

0-295 

p i _|(53.1)[l + ( 2 ® c o t e - l ) " - ] p 9 5 

Combining equations (22) and (23), an implicit expression for ( 
can be derived. This is 

(23) 

-[ 
1 + (2®, * 1.295 'core i l ^ l 0 ' 2 9 6 / 

J WcoJ 
[l + ( 2 @ c o r e - l ) - p 9 5 ^ 

where 

* = 
Ra/1 0.772 

0.202 RaB 

(24) 

(25) 

7 The highest Rayleigh number data so far reported is that given by Kulacki 
and Emara [18]. 

8 As pointed out earlier, the conventional Nu — Ra relationship is amplified 
when presented in the Raj — S/L space. A small difference in the Raj — S/L 
expression would, therefore, result in negligible error in the corresponding Nu 
— Ra expression. This explains why the calculated results are not too sensitive 
to the assumed values of ra. 
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Thus, the dimensionless core temperature is a function of the non­
linear ratio, <J>, of the Rayleigh numbers alone. This result indicates 
that the factor, <i>, which is a measure of the combined effects of Rag 
and Raj on the process of heat transfer, is the only independent 
controlling parameter of the layer. 

In the absence of convection, the conductive heat fluxes are given 
by equation (2). Following the conventional definition of Nusselt 
number, i.e., Nu ~ Qactuai/Qconductive. the surface heat transfer can 
be written as 

Nui> 
k&TsJS! 

kAT/L + qL/2 

or, in dimensionless variables, 

61/L V R a E / 

and NUQ = 
kATio/50 

kAT/L- qL/2 

and Nu0 = — I 1 
Ra^X-1 

&o/L \ Ra/j/ 
(26) 

Combination of equations (23) to (26) yields, after some manipulation, 
the heat transfer correlations at the upper and the lower surfaces: 

2 
Nui = 

1 + Ra £ /Ra/ 

Nu 0 ; 
- 2 

1 - Ra £ /Ra/ 

1 - [1 + 

[1 + (2d 

- 1 ) » 

/ 1 \ 1.2951-1 

1 ) m ] 0 . 2 9 5 / A (27) 

• ( — - 1 ) " - 1 (28) 

The negative sign for Nuo denotes that the lower surface heat flux is 
directed upward (i.e., the layer is heated from below). With equation 
(24), the upper and the lower surface heat fluxes can be evaluated 
directly as functions of <I>.9 

The relationship between Rag and Ra/ corresponding to the sit­
uation in which there is no heat transfer at the lower surface of the 
layer (Fig. 1 (c)) can be determined by the use of equations (24), (25), 
and (28). Setting Nuo = 0 in equation (28), we obtain @core = 1, with 
which equation (24) gives $ = 1. It follows from equation (25) that the 
condition of an adiabatic lower boundary is given by 

Ra/ = 0.126 Ra/?1 (29) 

The result is show graphically in Pig. 3. Note that equation (29) holds 
for all values of m, indicating that the role played by the function ft 
(equation (18)) is relatively minor in the overall heat transfer process. 
For values of Ra/ (Ra_g) located above the "thermally insulated" line, 
the layer in question is being cooled from below instead of being 
heated. Thus, the domain of interest of the present study is repre­
sented by the shaded region in Fig. 3. It can be shown from equation 
(25) that this region is bounded by 0 < $ < 1. 

The calculated turbulent core temperature and surface heat 
transfer are presented in Figs. 4 and 5, respectively, as functions of 
<i> within the domain (0,1). Different values of m are used in the cal­
culation. As expected, the predicted results are only weakly affected 
by the choice of m. The experimental data of Suo-Anttila and Catton 
[22] are also shown in the figures. The study reported in reference [22] 
appears to be the only existing experimental work on the turbulent 
thermal convection problem in a horizontal fluid layer with simul­
taneous internal and external heating.10 They employed an electro-
lytically heated water layer to study the effects of Rag and Ra/. In 

9 As a result of the conventional definition of Nusselt number, Nu0 and Nuj 
are functions of Rag and Ra/. But the convective surface heat fluxes (Q0 and 
Qi) depend actually on $ alone. 

10 The purpose of their work is to investigate the effect of unequal surface 
temperatures on a volumetrically heated fluid layer "cooled" from below. 

1 1 1 1 

COOLING 
FROM BELOW 

$ > 1 

_ THERMALLY A A V 
INSULATED ~^^ A A A 

*= 1 / V V V A 

/ A A A HEATING \ \ 
/ A A A FROM BELOW A 

AAAAAX * < ' \A 

/ A \ I A A A A \ | A \ A 

\ \ \ 

\Vb_ 

\ A \ X 

A V 

10 10 10 10 10 10 
EXTERNAL RAYLEIGH NUMBER, Rcir E 

Fig. 3 Domain of interest: the Ra/ - RaE space 

their experimental set-up, the bottom of the layer was intended to be 
cooled. Consequently, most of their measurements were performed 
in the region <£ > 1. Only a few data points were obtained for 0 < cI> < 
1. The portion of their results which is applicable to the present study 
is listed in Table 1 for the purpose of comparison11 In view of the ex­
perimental uncertainties and the approximation of the present ap­
proach, the agreement between the predicted and the measured values 
is considered to be satisfactory. 

For 0 < $ < 1, the turbulent core temperature is a monotonically 
increasing function of <t> (see Pig. 4). As the volumetric heating rate 
of the layer is increased (with fixed values of L and AT), @COre rises. 
Physically, this results in a larger temperature difference across the 
thin sheet of vertical plumes at the upper surface compared to that 
at the lower one. Therefore, more heat is being carried through the 
upper boundary as ©core is raised. Up to the present time, there has 
been no analytical method able to successfully correlate the turbulent 
core temperature for given values of the internal and external Ray­
leigh numbers. The power integral method, for example, which is able 
to predict the surface heat transfer with accuracy, fails to predict the 
mean core temperature [22]. The implicit correlation given by equa­
tion (24) is, therefore, of particular value to analysts. Nevertheless, 
further experimental evidences are needed to confirm the validity of 
the correlation. 

Superficially, there are two independent parameters governing the 
state of the fluid. These are the external Rayleigh number, Rag and 
the internal Rayleigh number, Ra/. The upper and the lower surface 
Nusselt numbers are at first sight very difficult to correlate, since these 
dependent variables represent the "surfaces" in the Ra/j — Ra/ space. 
With equations (27) and (28), however, the heat transfer correlations 
can be presented in a simple * domain, as illustrated in Fig. 5. In this 
way, the "surfaces" are reduced to "curves." This convenient approach 
can be quite useful in many practical applications. 

The conditions for equation (21) to be valid need to be clarified. At 
high Rayleigh numbers, the boundary layer at the upper surface is 
always very thin compared to the fluid layer as a whole, i.e., di/L « 
1. With Qi = Q0 + qL, we have Qi » q5\ for all values of Qo(- 0)-
Thus, the expression for Qi given by equation (21) is a valid approx-

11 The calculated results presented in Table 1 are based on m = i. As can be 
seen from Figs. 4 and 5, this value of m seems to fit the data best. 
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Fig. 4 Variation of the turbulent core temperature under different heating 
conditions 

imation in the domain 0 < $ < 1. Similar arguments, however, cannot 
be applied to the boundary layer at the lower surface, since the sit­
uation is quite different there. For 5Q/L « l12, the heat flux relation 
is given by 

Q0 + q&o = [2kATSoq + Qo 211/2 

o r y 0 L 2Q0J_ 
k&TSl 

(30) 

Clearly, the expression for Qo given by equation (21) is a valid ap­
proximation only if Qo » q&o- As the lower surface heat flux becomes 
very small, i.e., when * approaches unity, equation (21) is invalid. 
Fortunately, this equation is no longer needed as $ approaches unity, 
since both S0 and ATJo are of negligible importance to the heat 
transfer. To illustrate this point, consider the overall energy balance 
of the layer as given by equation (20). Substituting the expression for 
Qo in equation (30) and that for Qi in equation (21) into equation (20), 
we obtain 

qL + 

2 R a , r 

RaE L 

r/?AT, 

L o0 

.lb. 
2L 

2 J 

] • 

&ATS, 

l - @ c , 

hIL o/L 
(31) 

Thus, equation (22) is a valid approximation provided that 50 / i « 
l.13 Since 1/2 < @core 5 1, it can be seen from equation (23) that this 
is also a sufficient condition for (5i/L « 1. In the case when there is no 
internal heat generation in the layer, i.e., @COre = 1/2, equation (23) 
gives Rag > 6 X 108 for d0/L < 0.01. As Ra/ is increased (with Ra.g 
fixed), ©core increases, resulting in a larger value of 5Q/L. For @COre 
< 0.99 (and RaE > 6 X 108), we have d0/L < 0.03, which is still much 
less than one. Therefore, equations (22) and (23) are valid approxi­
mations in the region 0.5 < ©core < 0.99. The major difficulty arises 
when ©core approaches unity. However, for @COre > 0.95, equation 
(23) indicates that 

1-

hIL 60/L 

With the above inequality, equation (22) reduces to 

2Ra / ©core 

Rag Si/L 

Hence, the expressions for Qo and do/L are no longer needed for 

(32) 

(33) 

12 The conditions for bJL « 1 can be derived from equation (23), as will be 
examined later in this section. 

13 This, in turn, imposes certain restrictions upon the values of Qo, and is 
equivalent to the condition that Qo » 9<V 

0 0.2 0.4 0.6 0.8 1.0 

Fig. 5 Comparison of the calculated and measured surface Nusselt num­
bers 

Table 1 High Rayleigh number thermal convection: horizontal layers with 
combined internal and external heating 

External 
Rayleigh 

1.01 x 10s 

5.35 x 109 

5.66 x 109 

6.03 x 109 

Internal 
Rayleigh 

Number 
Rat 

2.525 x 109 

2.79 x 1 0 n 

2.88 x 1011 

3.45 x 1 0 u 

Ratio 
0> 

0.89 

0.63 

0.61 

0.66 

Turbulent 
Core Temperature 

Exp.* 

0.95 

0.75 

0.72 

0.73 

Calc. 

0.91 

0.75 

0.74 

0.77 

Nusselt 
Nu 

Exp.* 

1.930 

2.512 

2.687 

2.516 

jrface 
Number 

Calc. 

2.039 

2.675 

2.754 

2.584 

Nusselt 
Nu 

Exp.* 

-0.137 

-0.738 

-0.898 

-0.642 

rface 

Calc. 

-0.126 

-0.741 

-0.825 

-0.639 

;ed in Ref. [22]. 

> 0.95, although these expressions remain valid for @Core < 0.99. This 
justifies the present approach.14 Note that equation (33) is exact when 
@core = l.15 Substituting the expression for bJL (equation (23)) into 
this equation and rearranging, we obtain 

05,1.295 . 1 + 1 l ] m 1-0.295 
(34) 

Hence, we have $ = 1 at @COre = 1 (or Qo = 0). This result shows that 
there is a unique condition for which the heat flux to the bottom 
surface approaches zero. This condition is given by equation (29).16 

4. C o n c l u d i n g R e m a r k s 
The correlations of the surface Nusselt numbers and the mean core 

temperature derived primarily from the boundary layer concept. The 
ranges of applicability of these correlations must be confirmed by 

14 As can be seen in Figs. 4 and 5, there is no singularity at * = 1. 
16 For @core = 1, we have Qo = 0. The overall energy balance becomes qL = 

Qi, which is equivalent to equation (33). 
16 For Rag < 6 X 10s, the foregoing arguments are less rigorous. The lower 

bond of Ra# (Fig. 3) for the validity of the present analysis must, therefore, be 
determined by experiments. 
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expe r imen t s . O n t h e o the r h a n d , t h e funct ional forms of t h e correla­

t ions t h a t resulted from this s tudy may be used as to provide a general 

guidel ine for corre la t ing fu tu re expe r imen ta l d a t a . In t h e absence of 

sufficient in format ion on t h e flow, equa t ions (24-28) cons t i tu t e a 

useful mode l for engineer ing calcula t ions in m a n y analogous p r o b ­

lems. 
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Transient Free Convection from a 
Suddenly Heated Horizontal Wire 
Experimental data are presented for the transient free convective heat transfer from a 
horizontal wire in air subjected to a step change in heat rate. An unbalanced Wheatstone 
bridge is described which allows simultaneous observation of wire temperature and heat 
rate, under transient as well as steady-state conditions. An "overshoot" of the steady 
state is shown to occur in the transient decay of the Nusselt number, and the occurrence, 
magnitude, and duration of this phenomenon is shown to depend upon the Rayleigh num­
ber. Simple stability theory is shown to explain the delay in the convective process which 
is associated with the overshoot in heat transfer. Steady-state data are also presented and 
are shown to agree well with proposed low Rayleigh number correlations. 

Introduction 

The great majority of transient free convection studies reported in 
the literature are concerned with geometries such as vertical cylinders 
and plates. Indeed, these problems have been shown to possess certain 
very characteristic mathematical difficulties and, at the same time, 
to display a very characteristic transient heat transfer behavior. 
Typically, an initial pure conduction regime is followed by a convec­
tive transition regime in which leading edge effects become dominant. 
Finally, a transient approach to the steady state occurs where the heat 
transfer coefficient approaches its steady-state value either from 
above or below. The limit of pure conduction and the overshoot which 
sometimes occurs in the heat transfer coefficient are well known 
characteristics of these transient problems and have been clearly re­
lated to the existence of a sharp leading edge. 

Few studies, however, have been carried out which attempt to de­
fine the typical characteristics of the transient free convection from 
horizontal cylinders, spheres, and other bluff geometries characterized 
by streamwise body curvature. Only two investigations, for example, 
have been carried out which deal directly with the transient free 
convection from a horizontal cylinder or wire, the topic of the present 
paper. The first was the experimental study of Ostroumov [1], In this 
classical work, an optical technique was used to observe the transient 
pattern of the temperature field around a fine wire, and a resistance 
bridge was used to measure the actual temperature response of the 
wire. Overshoots were rather casually observed in some of the wire 
temperature response data, while a delay in the convective motion 
was observed optically. Ostroumov attempted to generally associate 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER, Manuscript received by the Heat Transfer Division 
September 9,1977. 

the overshoot in heat transfer with the convective delay, although with 
little success. Neither the mechanism of the delay nor the reason only 
some of his data indicated an overshoot seems to have been clearly 
understood. More recently Vest and Lawson [2] carried out inter­
ferometer experiments using a small diameter horizontal wire in an 
effort to prove the hypothesis that the governing mechanism in the 
process is that of thermal stability. They formulated a simple theory 
for the delay time based on an established critical Rayleigh number, 
and found excellent agreement with their optically observed delays. 
No temperature response data, however, were obtained in their ex­
periments. The evidence to date, therefore, indicates that an overshoot 
in heat transfer similar to that which occurs for vertical elements also 
occurs under certain conditions for the horizontal cylinder or wire and 
that, in contrast to the mechanisms which have been identified for 
the vertical geometries, this overshoot is related to thermal stabili-

ty. 
The transient experiments of Vest and Lawson, and Ostroumov, 

were both primarily optical in nature. No temperature versus time 
information is available from Vest and Lawson and only limited and 
somewhat inconsistent data are given by Ostroumov. Moreover, 
steady-state data in the Rayleigh number range of pertinence in many 
applications involving fine wires are rather scanty and not entirely 
definitive. The steady-state results for horizontal cylinders and fine 
wires that are of primary pertinence to the present study are those 
of Churchill and Chu [3], Nakai and Okazaki [4], and Collis and 
Williams [5]. The first is essentially applicable in the higher Rayleigh 
number range and the latter two studies primarily present results for 
very small Rayleigh numbers. 

Characteristics of both the transient and the steady-state convec­
tive heat transfer from the horizontal cylinder and wire are obviously 
important in numerous applications. In the present paper, an ex­
perimental study is described in which data were obtained describing 
both the transient and the steady-state free convection from a hori­
zontal wire which is subjected to sudden and constant heating. The 
purpose of the experiments was first to provide more quantitative 
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information on the transient decay of the Nusselt number, the con-
vective delay formulated by Vest and Lawson, and the general pattern 
of the overshoot phenomenon and, secondly, to develop additional 
steady-state data applicable in the Rayleigh number range of 10 - 3 

to l f r 6 . 

E x p e r i m e n t s 
The principal components of the experimental apparatus are shown 

in Fig. 1. A fine platinum wire was mounted in a test chamber con­
structed of fiberglass coated plywood and covered with styrofoam 
sheet for insulation. Wires of 0.127 ± .003 mm and 0.030 ± .003 mm 
dia were used in the experiments. The diameter of the larger test wire 
was determined by multiple measurements with a precision mi­
crometer while the smaller wire was photographed under an electron 
microscope against a reference background. The test wire was secured 
between brass terminal posts 29.2 cm apart. One side of the wire was 
attached to a pulley and weight system that maintained the wire in 
tension during the experiments. The test wire constituted one arm 
of a standard Wheatstone bridge. The power supply was a 12 volt wet 
cell storage battery. Bridge unbalance was monitored on a high speed 
oscillograph, and voltage drop across the test wire was measured with 
a storage oscilloscope. Input power control and bridge balancing were 
accomplished using various rheostats and the temperature of the air 
within the test chamber was measured with an NBS calibrated ther­
mometer. The resistance resolution of the Wheatstone bridge circuit 
used was estimated to be ±0.15 percent. As no lead wire resistance 
compensation scheme was utilized, the resistance of the lead wires 
was minimized by using large (No. 8) diameter copper wire. Total lead 
wire resistance was calculated to be 0.007 Q compared to the room * 
temperature resistance of the platinum test wires of 2.62 Q for the 
0.127 mm dia wire and 65.10 fi for the 0.030 mm dia wire. 

Each test wire was calibrated by accurately determining its tem­
perature versus electrical resistance characteristic. This was done by 
applying heat within the insulated test chamber and allowing several 
hours for the air to come to an equilibrium temperature. The bridge 
circuit was then energized with a llk volt dry cell battery to produce 
a trickle current of approximately four milliamperes in the wire. This 
was sufficient to allow measurement of the resistance of the wire with 
the bridge circuit but insufficient to significantly heat the wire (this 
heating effect was calculated to be approximately 0.005°C). The 
temperature and wire resistance were repeatedly recorded as the test 
chamber was allowed to slowly cool. This calibration procedure was 
then repeated on successive days, with a minimum of three runs re­
quired to determine a calibration for a wire. During calibration and 
all subsequent test runs the test chamber thermometer was located 
far enough away from the test wire to avoid the thermal plume of the 
heated wire. Calibration tests performed with the thermometer in 
other locations in the chamber confirmed that the air temperature 
was indeed uniform during calibration. 

LOAD RESISTOR 

TEST CHAMBER 

Fig. 1 Schematic diagram of apparatus 

Wire temperature versus time transients were measured during test 
chamber heating as well as cooling cycles using the principal of the 
unbalanced bridge. Before each run, the bridge was balanced with a 
large load -resistor in series with the test wire, representing a zero 
power condition. This resistor was then suddenly removed from the 
circuit to create the transient, allowing the wire to heat up. After a 
steady-state condition was reached, the resistor was suddenly rein­
serted into the circuit and the cooldown of the wire measured. During 
each transient, both wire voltage drop and degree of bridge unbalance 
were monitored. These two variables provide wire heat rate and 
temperature versus time data, respectively. It was noted that the wire 
heat rate remained essentially constant throughout the transient (the 
change in heat rate is on the order of the percent change in wire re­
sistance or a maximum of 3.5 percent). The rheostat in series with the 
power supply was adjusted between runs to affect changes in wire 
current and thus, heat rate. Before and after each test run the chamber 
temperature, wire resistance, battery voltage (under load), power 
rheostat resistance, and wire voltage drop (with and without load 
resistor) were recorded. 

A series of preliminary experiments were conducted to specifically 
determine if the transient heating of the other bridge resistors would 
significantly affect the observed wire transient. A resistor decade box 

.Nomenclature-

c = specific heat of fluid at constant pres­
sure 

d = diameter of test wire 
g = gravitational acceleration 
Gr = Grashof number, gf)(Tu, - T„)-

P2dVp2 

h = convective heat transfer coefficient, q'/ir 
d(Tw - T„) 

k = thermal conductivity of fluid 
Nu = Nusselt number, hd/h 
Nujj = Nusselt number at steady-state con­

ditions, NU(T -* T„) 
Pr = Prandtl number, Cfi/k 
q' = wire linear heat rate 

Ra = Rayleigh number, Gr-Pr 
Ra* = modified Rayleigh number based on 

heat rate, Ra-Nu 
Rao* = modified Rayleigh number above 

which no overshoot occurs, referred to as 
"overshoot" Rayleigh number 

t = time 
Tm = wire temperature 
T„ = bulk fluid temperature 
a = thermal diffusivity of fluid, k/pc 
a i = heat capacity parameter with subscript 

1 denoting properties of the wire, 2pel 
p\C\ 

/} = coefficient of thermal expansion of 
fluid 

ATX = duration of overshoot, r . — T(NU = 
Nuss) 

AT2 = duration of transient, T„ — TO 
M = dynamic viscosity of fluid 
p = density of fluid 
T = Fourier number, 4at/d2 

T™ = estimate of Fourier number at instant 
steady state occurs 

TD = Fourier number at the onset of signifi­
cant convection, referred to as "delay time" 
or "limit of pure conduction" 

TO = limit of pure conduction corresponding 
to "overshoot" Rayleigh number, Trj(Ra* 
= Ra0*) 
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w a s placed in parallel with the test wire so that either resistance could 
be placed in the unknown bridge arm by positioning a toggle switch. 
A transient run was conducted with the test wire and decade box re­
sistances matched. After the load resistor was removed from the cir­
cuit, the bridge was preheated to its steady state using the decade box 
a s a dummy arm. Then the test wire was switched into the circuit 
replacing the decade box and the transient observed. It was concluded 
from these tests that no measurable bridge resistor heating effects 
were present. 

Accurate measurement of the temperature of the wire and the bulk 
fluid was critical because of the small temperature differences in­
volved. The bulk fluid temperature was measured using a calibrated 
thermometer accurate to ±0.05°C, while resolution of wire resistance 
to ±0.001 fi introduced an error in wire temperature of ±0.1°C. These 
accuracies were sufficient for the interpretation of most of the tran­
sient and steady-state results where temperature differences ranged 
from 3 to 15°C, but some care had to be exercised in evaluating results 
at the onset of heating. Repetition of transient runs at the same input 
heat rate served to minimize this effect. Radiation losses were cal­
culated for the appropriate test wire conditions and found to be no 
more than 0.7 percent. This was considered to be negligible. 

Results and Discussion 
Transient Response. Immediately after power is applied to a 

wire, the temperature of the wire increases and heat is transferred 
externally to the surrounding medium initially by pure conduction. 
This initial conductive heat transfer is characterized by isotherms in 
the axial plane being concentric circles, a result which has been ob­
served experimentally in [1] and [2]. This pure conduction from a 
small cylinder subjected to constant heating at t = 0 and dissipating 
heat to an infinite medium has been described analytically by 
Blackwell [6] and presented in Carslaw and Jaeger [7] for the case of 
infinite cylinder thermal conductivity and finite cylinder heat ca­
pacity. The initial temperature response, therefore, to be expected 
of a small wire in which internal thermal conductivity effects are 
negligible is given by 

Tw-T„ 
2ai2q' 

ir3k Jo 
' [1 — exp (—r/(2)]dju 

where 

A(M) = M o W - « I J I ( M ) ] 2 + [MYO(M) - « I Y I ( M ) ] 2 

(1) 

(2) 

The parameter a\ is twice the ratio of the heat capacity of an equiv­
alent volume of the medium to that of the wire. A numerical inte­
gration of this expression was carried out with the results displayed 
in Fig. 2, along with the data from selected experimental runs which 
most clearly illustrate the transient behavior encountered in the ex­
periments. The analytical solution for negligible wire heat capacity 

EQUATION (I), a, —03 

— EQUATION (I), a, =0.00082 

A Ra*=0.39xlCT5, d=0,030mm 

Ra*=0.22xKf, d=0.030mm 

Ra*=0.42xKT3, d=O.I27mm 

Ra*=0.llxl0~2, d=O.I27mm 

A » ® n ESTIMATE OF LIMIT OF PURE 
CONDUCTION 

.o-o-oao-oo--o~-< 
' .A.-AAA-A-A— A—^ 

FOURIER NUMBER, r 

Fig. 2 Selected data describing the transient decay of the Nusselt number 
typically encountered In the experiments 

(ai - • <*>) as well as for a platinum wire in air («i = 0.00082) is shown. 
The ordinate in this figure is defined on the basis of the input heating 
rate and the wire temperature, q'/irk{Tw — T«), and should be viewed 
as an inverse dimensionless surface temperature for a prescribed 
constant heating rate. When the thermal capacitance of the wire is 
depleted in the transient, this quantity becomes a true convective 
Nusselt number, Nu. 

It can be seen that during the initial pure conductive heat transfer 
the inverse dimensionless temperature decreased rapidly from in­
finity, with the pure conduction theory and the experimental data 
agreeing very well initially. However, at some point during the tran­
sient the data are seen to deviate abruptly from the pure conduction 
trend, indicating a distinct limit of pure conduction followed by the 
subsequent transition region where convective effects become im­
portant. A convective delay is therefore seen to occur wherein the 
convection process is delayed, allowing pure conductive transfer to 
dominate for a distinct period of time. In some of the cases, the 
Nusselt number even decreased below its steady state value, a phe­
nomenon referred to as "overshoot." In those cases displaying an 
overshoot, the delay time or limit of pure conduction can be identified 
with the minimum of the Nusselt number. As the heating rate was 
decreased in the experiments, the overshoot first appeared sharp and 
pronounced and, finally, longer in duration and somewhat greater in 
magnitude. The actual value of the delay time was therefore more 
difficult to quantify in these latter runs. The magnitude of the Nusselt 
number overshoot ranged from 0 to 7.5 percent of the steady-state 
value. A complete tabulation of the more important computed data 
for all the experiments is included in Table 1. 

As the heating rate was increased, an upper bound was reached 
beyond which no overshoot occurred. In these high heat rate runs, Ra* 
> 0.5 X 10~3, the transient was typically a monotonically decreasing 
phenomenon but not smooth since a distinct departure from pure 
conduction occurred at specific times for each heating rate. Hence, 
convective delays still occurred at high heat rates, only their termi­
nation was sufficiently early to preclude an overshoot in heat transfer. 
This behavior, along with the general pattern of the occurrence of the 
delay, is illustrated in Fig. 3. Ostroumov concluded that neither an 
overshoot nor a delay occur in air. It appears the heating rates in his 
air experiments were too high (Ra* ~ 10_1) to show the overshoot and 

Run No. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

H i re Heat 
Rate, q* 

{w/m} 

0.073 

0.085 

0.100 

0.120 

0.148 

0.184 

0.23B 

0.315 

0.445 

0.670 

0.107 

0.107 

0.133 

0.161 

0.164 

0.167 

0.185 

0.207 

0.205 

0.237 

0.257 

0.268 

0.258 

0.305 

0.352 

0.358 

Q.372 

0.427 

0.441 

Modi f ied 
Rayleigh 
No. , Ra* 

(X10~6) 

2.41 

2.79 

3.30 

3.94 

4.89 

6.05 

7.86 

10.4 

14.7 

22.0 

264 

265 

329 

393 

409 

417 

457 

506 

510 

591 

634 

656 

668 

761 

865 

892 

91Q 

1065 

1085 

Steady-State 
Nussel t 

No. , Hu s $ 

!xio"z) 

36.9 

34.8 

36.6 

35.9 

37.1 

37.2 

38.2 

38.0 

40.0 

41.1 

47.4 

47.9 

47.9 

48.2 

48.3 

49.1 

49.7 

50.0 

49.4 

50.5 

50.0 

50.1 

51.1 

51.3 

51.9 

51.4 

51.7 

51.5 

52.5 

Delay 
Time, T [ ) 

(X103) 

208 

178 

208 

189 

160 

133 

133 

91.5 

85.4 

66.2 

21.5 

21.5 

21.5 

20.2 

20.1 

16.5 

20.1 

9.2 

10.7 

9.2 

9.2 

9.0 

9.0 

9.4 

8.0 

9.2 

8.0 

8.0 

8.0 

Overshoot, 
% o f N u _ 

7.5 

5.2 

4.1 

5.6 

1.9 

5.6 

3.9 

4.5 

4.5 

4.4 

1.3 

1.5 

2 .0 

0.8 

0.6 

2.4 

0.6 

_ 

-
-

-
-
-

Durat ion of 
Overshoot, £ i . 

(X103) 

1800 

1800 

1800 

320 

300 

220 

300 

150 

170 

87 

9 

15 

17 

11 

16 

5 

16 

-
-

Time to 
Steady 
S t a t e , Taj 

{X103} 

1800 

1800 

1800 

378 

378 

378 

473 

378 

283 

132 

32.2 

32.2 

32.2 

27.0 

26.8 

18.8 

26.9 

18.9 

37.5 

32,2 

43.4 

32.3 

37.5 

37.5 

26.9 

37.5 

32.3 

37.5 

37.7 

Runs 1-10, d-0.030 m\ Runs 11-29, d=0.127 r , for al l rtins=12700. 

Table 1 Computed results obtained from continuous data recordings 
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Fig. 3 Selected data Illustrating the typical pattern of convection delay ob­
served In the experiments, showing limits of pure conduction for monotonlcally 
decreasing as well as overshoot transients 

his understanding of the mechanism not sufficiently clear to antici­
pate this. 

Vest and Lawson determined that thermal stability was the 
underlying physical mechanism governing the duration of the con­
ductive heat transfer (the limit of pure conduction). That is, an un­
stable equilibrium occurs in the fluid at the upper point on the surface 
of a heated cylinder, viscosity stabilized, thus producing a delay of 
global convective motion. Conduction was presumed to break down 
when the Rayleigh number, defined on the basis of the penetration 
depth of the temperature field around the wire, reached a critical value 
of 1100. Using an approximate temperature profile, the delay time 
was expressed as 

TO = 80.2 (Ra*) -2/3 (3) 

As noted by Vest and Lawson, the results of Ostroumov suggest the 
similar form 

TD ~ (<?')-°-6 (4) 

Equation (3) is shown in Fig. 4 along with the delay time data of the 
present study for conditions associated with the overshoot as well as 
those associated with the monotonically decreasing transient. Data 
from Vest and Lawson's and Ostroumov's experiments are also shown, 
along with some significant regression lines. The agreement between 
this experiment and Vest and Lawson's correlation is seen to be good 
while Ostroumov's data are only in general agreement. Significantly, 
the best fit regression line for the current data and Vest and Lawson's 
data is very close to equation (3). The deviation of the data about ei­
ther of these two lines is approximately ±30 percent. The use of the 
—2/3 exponent which occurs exactly under the assumption of a very 
small diameter wire, sufficiently small that thermal conductivity and 
wire heat capacity effects are negligible, seems adequate to this degree 
of accuracy. In air, however, these effects can become important and 
the air data, taken alone, does show some influence of wire diameter. 
That is, the exponent in the regression line for the air data signifi­
cantly differs from —2/3 and the accuracy of the line is better than 
for the overall regression line, ±20 percent. In fact, the ±30 percent 
deviation in the overall regression line is believed due to the wire di­
ameter effects which occur to differing degrees in the various test 
fluids. Thus, the concept and application of the simple stability theory 
of Vest and Lawson certainly appears valid, even though an extension 
of the theory to include wire thermal conductivity and heat capacity-
effects would probably increase its accuracy. 

Steady-State Results. When the convective delay is overcome, 
the limit of pure conduction exceeded, a dominant convection tran­
sient is established as the Nusselt number approaches its steady state 
for either above or below. Many empirical correlations have been es­
tablished for predicting the steady-state natural convection Nusselt 
number on a horizontal cylinder. Fig. 5 compares the steady-state 
results of this experiment with several existing correlations. The 
correlation of McAdams [8] is of the classical form Nu = A(GrPr)B 
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Fig. 4 Correlation of the limit of pure conduction (convective delay) with 
Rayleigh number on the basis of thermal stability criteria 
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Fig. 5 Correlation of the steady-state Nusselt number data and comparison 
with existing high and low Rayleigh number correlations 

where A and B are functions of the Rayleigh number range of interest. 
The recent correlation due to Churchill and Chu [3] contains a more 
complicated function of Prandtl number that is of utility in extending 
the range of applicability of the correlation. Their equation is 

Nu s s
1 / 2 = 0.60 + 0.387 

Ra 1/6 

(5) 
l[1.0 + (0.559/Pr)9/16]16/9J 

and is recommended for both isothermal and constant heat flux 
boundary conditions. The data from this experiment for the 0.127 mm 
wire (Ra* ~ 10~3) is in excellent agreement with Churchill and Chu's 
correlation although the data for the smaller wire (Ra* ~ 10 -6) deviate 
significantly, a result which confirms that the lower limit of applica­
bility of this correlation is Ra* ~ 10 - 4 . 

The correlations of Nakai and Okazaki [4] 

NuM = 6/[ln E - In (Nu Gr/16)] (6) 

where E = /(Pr) = 18.87 for Pr = 0.723, and Collis and Williams [5] 
for air 

Nuss = l/[0.88 - 0.43 log Gr] (7) 

specifically address the small Rayleigh number problem, the upper 
limit of their applicability being Ra* ~ 10~4. As can be seen in Fig. 
5, both of these correlations agree well with the data from the present 
experiments, the agreement being slightly better with Collis and 
Williams' expression. 

Occurrence of Overshoot and Transient Duration. An im­
portant and indeed essential aspect of the transient processes gov-
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erning the free convective heat transfer from a small wire is seen to 
be the occurrence of an overshoot in the heat transfer coefficient. In 
the experiments it was observed that a critical overshoot Rayleigh 
number, Rao*, exists above which no overshoot occurs. As already 
noted, the overshoot only occurs if the Nusselt number has decayed 
to a value below the steady-state value at the limit of pure conduction. 
Using the equality of the transient and steady-state Nusselt numbers 
(Nu = NUJS) as a criterion, and equations (1), (3), and the appropriate 
steady-state correlation (equation (5) or (7), depending on the Grashof 
number), all the information is available to allow prediction of this 
overshoot Rayleigh number, Rao*, as a function of a\ and Pr. The 
Prandtl number dependence introduced by the steady-state Nusselt 
number correlation, however, is not a strong function and can be ig­
nored when an intermediate range of Prandtl numbers is being con­
sidered. The equations were solved iteratively for a Prandtl number 
of 0.723, and the results plotted in Fig. 6. Note that for c*i > 1.0, the 
overshoot Rayleigh number is constant at a value of approximately 
20. This behavior is not unexpected since the pure conduction solu­
tion, equation (1), is sensitive to a\ only for a\ < 1 in the range of di-
mensionless time necessary for decay to steady state. The data of 
Ostroumov are also shown to be in overall agreement, although not 
sufficient to accurately confirm the value of the overshoot criterion, 
Rao*. 

In reducing the data an attempt was made to judge the overall 
duration of the transient, i „ . In doing so, it was noted that the dura­
tion of the transient, AT2, cast as (T„ — T0), was always approximately 
a constant multiple of the quantity \TQ - TO|. Here TO is the delay 
time and T0 the value of rrj when Ra* = Rao* (approximately 12,700 
for all runs). For a given wire, medium, and heating rate, the dimen-
sionless delay time is easily predictable from equation (3), with TO also 
readily determined from equation (3) assuming Rao* has already been 
computed (perhaps from Fig. 6). Thus, the difference | TD ~ TO| forms 
a readily predictable implicit function of «i, Ra*, and Pr. It also forms 
an experimental measurement when these dimensionless time mea­
sures are deduced from continuous recordings and, therefore, was 
thought to be an appropriate function against which to correlate the 
observed transient duration, (T„ — TO). Such an X — Y plot of the 
present data as well as that of Ostroumov is shown in Fig. 7. The solid 
line represents a regression line which includes both the present ov­
ershoot data and Ostroumov's overshoot data. The dashed line is 
simply a nominal (exponent of unity) best fit line through the present 
overshoot data, shown here primarily because a regression line 
through this same data is not significantly different. Because some 
difficulty was encountered in accurately determining TD for those runs 
which do not overshoot (the monotonically decreasing transient), 
these data have been included in Fig. 7 to confirm the trend and the 
validity of the correlation although excluded from the correlating lines 
themselves due to some loss in confidence as to their accuracy. The 
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spread in this latter data is primarily due to the sensitivity of the 
difference \TD — TQ\ to TTJ. 

The correlation shown in Fig. 7, in essence, determines a configu­
ration or shape factor for the transient response profile which ulti­
mately allows the estimation of the transient time T . . Although the 
magnitude of the data scatter is relatively large, most of the large 
deviations can be attributed directly to difficulties in determining TD 
or r„ from individual data recordings. The latter measure was made 
difficult to determine in some of the very low heat rate runs because 
of a slight oscillating approach to steady state, a phenomenon which 
could not be identified as experimentally significant yet complicated 
the evaluations of r». If, indeed, the oscillations are significant, a 
possible explanation is suggested by the linear stability theory for a 
plane plume. This is discussed by Pera and Gebhart [9] and Mollen-
dorf and Gebhart [10]. Statistically, when one considers the range of 
the data and the type of measurements represented, the confirmation 
of the profile expression (r« — TO) = 2.5([TO — TO|) was thought 
striking. Note that the correlations presented in Figs. 6 and 7 also 
utilize "fine" wire theory (negligible internal thermal conductivity 
effects) and appropriate care should be used when applying the results 
to larger, less conducting wire. 

Conclusions 
1 Transient heat transfer from a fine wire subjected to a step 

change in applied heat rate has been clearly shown to occur in three 
well defined stages, as suggested in previously published studies. An 
initial pure conduction stage, followed by a convective transition and, 
finally, to the state of steady free convection. Each of these stages of 
heat transfer were found to be predictable by theoretical or empirical 
considerations. 

2 For a fine wire, the initial conductive regime is well described 
by established theory. The limit of the pure conduction, however, was 
shown to be governed by thermal stability and well represented by 
the simple theory of Vest and Lawson, even though some improve­
ment in the theory to include wire heat capacity and thermal con­
ductivity effects was suggested by the data. 

3 The convective transition from pure conduction to steady free 
convection which begins at the limit of pure conduction occurs either 
as a monotonically decreasing transient or an overshoot, depending 
upon the value of Ra*. In the former case, Ra* > Rao*, the steady state 
is approached from above while in the latter case, Ra* < Rao*, the 
steady state is approached from below. 

4 As a simple criterion for overshoot, the critical overshoot Ray-

~ ( T ~T I s 2.5 ( I T T I) 
00 0 ' D O ' 

( T m - T n ) = 4 . 3 ( l T n - T n l ) ' 

£ 3 

0 

• THIS EXPERIMENT, 
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o THIS EXPERIMENT, 
OVERSHOOT 

® OSTROUMOV, WATER 
@ OSTROUMOV, ALCOHOL 

j L _ J L_J I L_ 
0 

D 

Fig. 6 Critical overshoot Rayleigh number, Rao*, as a criterion for the oc­
currence of arj overshoot transient 

Fig. 7 Duration of the observed transients correlated as a transient profile 
shape factor 
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leigh number Rao*(«i, Pr) is easily developed and applicable for a 
variety of wire materials and fluid media. For air, the criterion was 
found to be relatively accurate and, in addition, to give the proper 
indication for the conditions of the water and alcohol experiments of 
Ostroumov. 

5 The time required for the transient free convective Nusselt 
number to reach steady state can be estimated from a shape factor 
characterization of the transient profile, i.e., (T„ — TO)/(| rrj - rn|) = 
2.5. Such an expression was found to correlate relatively well the 
present air data as well as the data of Ostroumov. 

6 The steady-state data confirmed that the correlation of Chur­
chill and Chu is correctly valid down to Ra* ~ 10 - 4 , as recommended, 
and that the low Rayleigh number correlations of Collis and Williams, 
and Nakai and Okazaki, are satisfactory even up to Ra* ~ 10 - 3 . The 
data suggest that the transition from the former to the latter type of 
correlation occurs at approximately 5 X 10 - 4 , even though in the in­
termediate range of 10 - 4 — 10 - 3 the correlations do not differ ap­
preciably. 
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An Experimental Inwestigation of 
Heat Transfer and Buoyancy 
Induced Transition from Laminar 
Forced Confection to Turbulent 
Free Confection over a Horizontal 
Isothermaly Heated Plate 
The flow over a horizontal isothermally heated plate at Reynolds numbers below that at 
which hydrodynamic instabilities exist, is characterized by a region of laminar forced con­
vection near the leading edge, followed by the onset of longitudinal vortices and their 
growth to a finite amplitude and finally a transition to a turbulent flow regime. Results 
are presented for the temperature profiles, the thermal boundary layer thickness, and 
the local Nusselt number. They are used to identify the various flow regimes. It was found 
that the transition from laminar forced convection to turbulent convection was character­
ized by the parameter Grx/Rex

 L 5 falling in the range 100 to 300. For values of this param­
eter greater than 300 the heat transfer rates were independent of Reynolds number and 
typical of those for turbulent free convection from a horizontal surface. 

1 Introduction 

When a laminar boundary layer (Blasius flow) on a horizontal flat 
plate is heated isothermally from below, longitudinal (streamwise) 
vortices will appear for Grashof numbers exceeding some critical 
value. These vortices are produced by the top-heavy, unstable density 
variation that exists through the boundary layer when it is heated 
from below. The conditions for the onset of this instability have re­
cently been studied theoretically by Wu and Cheng [1] and experi­
mentally using water by Gilpin, Imura and Cheng [2]. The flow vi­
sualization studies in [2] revealed that a succession of flow regimes 
actually occurs. These include the familiar steady two-dimensional 

1 On leave from the Department of Mechanical Engineering, Kumamoto 
University, Japan. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
°F HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
January 12,1978. 

laminar flow near the plate leading edge, the onset of instability and 
the growth of longitudinal vortices, and finally the breakup of these 
vortices into a turbulent flow. A number of similarities were observed 
between this problem and that of the Gortler instability on a concave 
wall [3-7] even though the source of the instability in the case of 
Gortler vortices is centrifugal force in contrast to the buoyancy force 
for the thermal instability problem. 

It was observed qualitatively in [2] that after the onset of longitu­
dinal vortices, the flow field assumes a three-dimensional character 
and the heat transfer rates at the wall deviate from those predicted 
by the Pohlhausen's solution [8] for laminar forced convection. 

In the past, theoretical attempts to predict the effects of buoyancy 
on heat transfer in a horizontal boundary layer have employed a 
two-dimensional combined free and force convection formulation 
[9-12] where the vertical buoyancy force acts primarily to produce 
a stream-wise pressure gradient in the fluid adjacent to the plate. In 
light of the vortex rolls observed in [2] the range of applicability of 
the two-dimensional formulation may, however, be somewhat limit­
ed. 

Journal of H©at Transfer AUGUST 1978, VOL. 100 / 429 Copyright © 1978 by ASME

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



'fable 1 Range of parametric values for experiments

Fig. 1 A schematic Interpretation 01 the 1I0w regimes In the boundary layer
over a horizontal, heated plate
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3 General Description of the Flow Regimes Over a
Heated Flat Plate at Low Reynolds Number

Fig. 1 shows photographs and a schematic interpretation of the side
view of a thermal boundary layer developing over a heated flat plate.
The behavior shown would be characteristic of nows at a Reynolds
number based on the length of the plate of 105 or less, that is, at values
below the range at which hydrodynamic generation of turbulence
would be expected.

The laminar forced convection regime exists from the leading edge
of the plate to the onset point of the longitudinal vortices. In the
electrochemical flow visualization technique [2] that was used for the
photograph at the top of Fig. 1 the dye which is generated at the plate
surface is not observed until the onset of longitudinal vortices spreads
it throughout the boundary layer. The longitudinal vortices generate
a finite amplitude secondary now which exists in the form of relatively
regular vortex rolls for some distance down the plate. These rolls then
begin to break up into a more turbulent flow pattern. This breakup
appears to occur by the separation and rise of plumes from the plate
surface. In this region a rapid increase in the thermal boundary layer
thickness is observed. Downstream of the breakup of the longitudinal
vortices a turbulent "free" convection regime is indicated. This region
was so named because as will be seen later the heat transfer coeffi­
cients in this regime were typical of those encountered in free can-

by these test conditions is Rex = 3 X 103 to 2 X l()5 and Gr, 4 X 106

to 9 X 1010.

2 Experimental Apparatus and Procedure
The present work was carried out in a closed-circuit water tunnel

having a test section with dimensions 25.4 X 45.7 X 213.4 cm, width
by height by length. An isothermal plate fabricated of 6.35 mm thick
copper, 24.1 cm wide and 152.4 cm long was installed in the test section
with its leading edge immediately downstream from a converging
section in the tunnel. This arrangement produced a flow of uniform
temperature and velocity with a depth of 25 cm over the plate. The
isothermal temperature of the plate was maintained by circulating
fluid from a controlled temperature bath at high velocity under the
plate. Schematic diagrams of the water tunnel and the heating plate
assembly are shown in Fig. 1 and 2 of [2].

Most of the results presented in this study are derived from tem­
perature measurements in the boundary layer. These measurements
were made using 51 I'm diameter copper-constantan thermocouple
wire that was formed in a loop [2J. The plane of the loop was aligned
perpendicular to the main flow and could be positioned with a tra­
versing mechanism with a resolution of 0.2 I'm. Heat transfer coeffi­
cients at the isothermal plate were calculated from the temperature
gradient in the water adjacent to the wall.

During the tests three velocities, nominally 4, 7 and 12 cm/s, and
three temperature differences, nominally 4, 7.5 and 1ICC, were
combined to produce the nine test conditions shown in Table 1. Note
that the symbols used to depict results for each of these test conditions
are also indicated in the table. The total range of parameters covered

Previously, experimental investigations of the combined free and
forced convection heat transfer have been made for the case of hori­
zontal plane Poiseuille flow heated from below. For this flow finite
amplitude convection in the fully developed region has been studied
experimentally by Mori and Uchida [13] and Ostrach and Kamotani
[14]. Kamotani and Ostrach [15] have also studied the thermal en­
trance region for this problem.

Also the related problem of the effect of Gartler vortices on heat
transfer through a boundary layer on a concave wall was studied by
McCormack, Welker and Kelleher [16]. Wortmann [6] has also re­
ported an experimental study of the stability of the Gartler vortices.
For the case of a hydrodynamically turbulent boundary layer over a
flat plate the familiar von Karman [17] or Prandtl [18J analogies are
normally used. The Nusselt number expression derived from these
analogies applies only in the case of pure forced convection when the
effects of temperature differences on the flow are negligible. Extensive
studies have, of course, been made on the hydrodynamic stability of
a boundary layer flow with respect to the onset of Tollmien­
Schlichting waves and their subsequent effects on heat transfer rates.
However, very little information is available for the equally important
thermal instability of a horizontal Blasius flow where longitudinal
vortex-type disturbances can produce substantial changes in the
post-critical heat transfer rates.

The purpose of the present experimental investigation was pri­
marily to study the heat transfer rates occurring on a flat plate in the
post-critical regime after the onset of longitudinal vortices. Also of
importance to this study was the determination of the conditions for
the transition from longitudinal vortex flow to turbulent convec­
tion.

I' = kinematic viscosity
LIT = temperature difference, (Tw - 1'=)

I = correlation variable, afi/ayly~oY

hxy/k
'/ = similarity variahle, y( U=/"x )l/2

o dimensionless temperature difference, (T

1'=)/6,1'

Rex = local Reynolds number, U=x/v
1',Tw ,I'= = fluid, wall and free stream tem­

peratures
U= free stream velocity
x,y = distance from leading edge and normal

distance from plate surface
/l = coefficient of thermal expansion
OT = thermal boundary layer thickness

_____Nomenclature _

Grx = local Grashofnmnber,g/l(LlT)x 2/v 2

g = gravitational acceleration
hx = local heat transfer coefficient,

-k(dT/ay)y~o/LIT
k = thermal conductivity
Nux, (Nux)o = local Nusselt numbers, hxx/k,

with and without buoyancy effect
PI' = Prandtl number
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vection. In the "transition" regime, which is defined as the zone be­
tween the laminar forced convection zone and the turbulent free 
convection regime, heat transfer occurs by a combined free and forced 
convection mode. 

4 B e s u l t s 

4.1 Temperature Profiles. Temperature profiles representative 
of the three regimes, laminar forced convection, transition, and tur­
bulent free convection, are shown in Fig. 2. In this figure the nondi-
mensional height above the plate is f = — dd/dy | y = 0 y = hxy/k. By 
choosing this variable [19] the part of each boundary layer near the 
wall that is dominated by conduction will follow the linear equation 
0 = 1 — f, the solid curve in Fig. 2. The ordinate d is the temperature 
(T - Ta,)/(TW — T«,). The mean temperatures in the boundary layer 
will be noted to lie near the conduction line for values of f out to about 
0.6 to 0.8 for all three temperature profiles. This, of course, does not< 
mean that the heat transfer rate is the same for each profile because, 
as will be seen later, hx varies dramatically from one regime to the 
next. 

Outside the conduction layer the profile in the laminar regime de­
clines to zero at about f = 1.5, the approximate thickness of the 
thermal boundary layer in Blasius flow. In the flow regime dominated 
by vortices the mean temperature profile generally exhibited an ap­
proximately constant temperature region from f = 0.8 to 2.0. This 
would be the expected result of strong vortex roll convection in the 
boundary layer. The temperature profile in this regime drops fairly 
abruptly to zero at f ~ 3. The temperature profile in the turbulent free 
convective zone is dramatically thicker. The mean temperatures in 
this regime decline slowly to zero for f out to about 30. 

As noted in [2] the vortices in the Blasius flow constantly shifted 
from side to side across the flow direction. This behavior contrasts 
with that of the vortex rolls in the plane Poiseuille flow [13,14] where 
the vortices are in relatively fixed positions on the plate. As a result 
of the motion of the vortices on the plate a good measure of the mean 
temperature and its variation across the vortex rolls was obtained in 
the present experiment by recording the temperature at a fixed po­
sition above the plate for a period of 1 or 2 min. Measurements of the 
temperature profiles were normally made along the center line of the 
plate. Some measurements made at positions either side of the center 
line showed that the mean and fluctuating components of the tem­
peratures in the boundary layer were constant over at least the center 
15 cm of the heating plate. The approximate peak-to-peak amplitude 
of the temperature fluctuation observed at various points in the 
boundary layer is indicated on Fig. 2 by the vertical bars—the solid 
bars pertain to points in the vortex flow regime and the dashed bars 
to the turbulent regime. It can be seen that for both the vortex rolls 
and the turbulent flow a very substantial temperature fluctuation 
exists for f > 0.2. No significant temperature fluctuations were ob­
served in the laminar flow regime. 

4.2 Thermal Boundary Layer Thickness. Further insight into 
the effect of the instability on the thermal boundary layer was ob­
tained by measuring the change of the boundary layer thickness along 
the plate for various conditions, Figs. 3 and 4. The thickness indicated 
m these figures is the height above the plate at which there was a de­
tectable change in the water temperature from its free stream value, 
approximately one percent of the temperature difference, AT. Fig. 
3 shows the effect of varying the temperature difference at a constant 

9 9 
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f = hxy/k 

Fig. 2 Temperature profiles in the three flow regimes 
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Fig. 3 The effect of temperature difference on thermal boundary layer 
growth 

Fig. 4 The effect of free stream velocity on thermal boundary layer 
growth 

free stream velocity and Fig. 4 shows the effect of varying free stream 
velocity at a constant temperature difference. In each figure the ap­
proximate position for the onset of longitudinal vortices as determined 
in [2] is also indicated. It will be noted that the onset of vortices in the 
boundary layer is not associated with any immediate increase in the 
rate of boundary layer growth. However, downstream from the onset 
point a rather sharp increase in the rate of growth of the boundary 
layer is observed. The photograph at the top of Fig. 1 shows that this 
increased rate of boundary layer growth is associated with the de­
velopment of turbulence in the boundary layer. The measurement 
of the boundary layer growth therefore provides a measure of the 
"second transition" in the boundary layer, the transition from lon­
gitudinal vortices to turbulent flow. For the higher velocities the 
transition flow regime between the onset of vortices and the devel­
opment of a turbulent boundary layer can be quite lengthy. For ex­
ample, in Fig. 4 at a velocity of 12.2 cm/s the onset of vortices is ob­
served at 56 cm from the leading edge of the plate but the develop­
ment of turbulent boundary layer growth does not occur until about 
110 cm. The error bars on the boundary layer thickness shown in Figs. 
3 and 4 give a measure of the uncertainty in the thickness that results 
from the unsteady nature of the plumes rising in the turbulent regime. 
The observations of the position of the transition to turbulence in the 
boundary layer will be used primarily to interpret the measured heat 
transfer coefficients to follow. 
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4.3 Heat Transfer Coefficients. Pigs. 5 and 6 show the heat 
transfer coefficients calculated from the temperature gradient at the 
wall for the same conditions as used in Figs. 3 and 4, respectively. It 
can be seen that the heat transfer coefficients measured near the 
plate's leading edge (x = 0) initially fall along the expected curve for 
laminar forced convection (solid curves in the figures). At some point 
slightly downstream of the onset of vortices the heat transfer coeffi­
cient undergoes a sudden rise. This is interpreted as being the result 
of finite amplitude secondary flow in the boundary layer. After this 
sudden rise, the heat transfer coefficients in most cases settle down 
to a value which is constant to within the accuracy of the measurement 
technique (about ±15 percent). In the case of (/„ = 12.2 cm/s and AT 
= 3.9°C (Fig. 6) the heat transfer coefficient is still increasing with 
x at x = 1.45 m. Perhaps with a longer test surface the data for this 
case would also have shown a leveling out. 

A comparison of the figures shows that the sudden rise in heat 
transfer coefficients in Figs. 5 and 6 occurs before the onset of tur­
bulent growth of the boundary layer thickness observed in Figs. 3 and 
4. This latter phenomenon correlates most closely with the estab­
lishment of a heat transfer coefficient that is constant along the 
plate. 

4.4 Heat Transfer Correlations. The heat transfer coefficients 
measured on the plate were written in the form of a Nusselt number, 
hxx/k, and are plotted in Fig. 7 against Reynolds number. These are, 
of course, the normal correlation parameters for forced convection. 
For the case of pure forced convection the transition from laminar to 
turbulent convection occurs at around Re* = 105, the exact value 
depending on the magnitude of the free stream turbulence [20]. After 
transition has occurred the heat transfer coefficients have normally 
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Fig. 5 The effeci ol temperature difference on plate heat transfer coeffi­
cients 

been found to be as predicted by the von Karman analogy [17]. 
For the present case where strong buoyancy effects are present 

deviation from the laminar forced convection correlation can occut 
at much lower Reynolds numbers. Also it is apparent in Fig. 7 that 
although the Nusselt numbers in the turbulent flow regime are of the 
same order of magnitude as those predicted for turbulent forced 
convection, they are not correlated by the forced convection param­
eters Nuj and Re* in the Reynolds number range which was investi­
gated, Re* < 2 X 105. 

For combined free and forced laminar convection in a two-dimen­
sional boundary layer [9,12] the relative importance of free convection 
over forced convection is represented by the correlation parameter 
Grj;/Rex.

2-5. These theories show that for Pr = 10 a maximum of a 5 
percent increase in Nusselt number could be expected when Gvx/ 
Rex 2 5 = 0.14 for a two-dimensional boundary layer (solid line in Fig. 
8). The ratio of the measured Nusselt number to the pure laminar 
forced convection value, (Nu^o, has been plotted in this figure. The 
sharp divergence of the measured results from the theoretical curve 
is the result of the onset of secondary flow vortices in the boundary 
layer. It can be seen that the range of applicability of the two-di­
mensional theory is restricted to rather small values of the parameter 
Gr;t/Rex

2-5. Also it is apparent that this parameter is not adequate 
to correlate the heat transfer results after the onset of the vortices. 

Thermal instability theory [1] suggests that the onset of longitu­
dinal vortices in a Blasius flow occurs at a critical value of the Grashof 
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number based on the characteristic thickness of the boundary layer. 
In terms of the distance x from the leading edge of the plate this pa­
rameter is Gri/Rei1-5 . Experiments [2] confirmed that the critical 
value for a boundary layer developing in water over an isothermally 
heated, horizontal plate was approximately 100. It was therefore an­
ticipated that this parameter may also be useful in correlating the heat 
transfer results in the post-critical regime. In Fig. 9, Nu.,/Re. t

0 '6 is 
plotted as a function of the parameter Gr^/Re^1-5 using all the ex­
perimental data from the nine test conditions in Table 1. In this figure 
the three flow regimes, laminar forced convection, transition and 
turbulent free convection, can clearly be identified. For values of 
Gr.,/Re-c1B < 100, that is before the onset of vortices, the heat transfer 
is given by the well-known Pohlhausen relationship, Nuj = 0.332 
Pr1,/3ReA.1/'2, for a laminar forced convection boundary layer. 

The transition regime corresponds to values of G^ /Re* 1 6 between 
100 and approximately 300. In this regime the sharp rise in heat 
transfer coefficients observed in Figs. 5 and 6 occurs and the turbulent 
growth of the boundary layers as seen in Figs. 3 and 4 begins. 

For Gr.r/Rex
 L 5 > 300 the data in Fig. 9 follow a line with approxi­

mately a one-third slope. Such a line on this figure represents a 
Nusselt number which is Reynolds number independent and is 
characteristic of turbulent free convection over a heated horizontal 
surface in the absence of a main flow. For such a surface Fishenden 
and Saunders [21] have recommended a correlation 

Nu f = 0.14 (Gr^Pr) l / 3 
(1) 

for free convection in the turbulent domain where £ is a characteristic 
length of the heating surface. More recently Fujii and Imura [22] have 
suggested a similar correlation with a constant of 0.13 instead of 0.14. 
The expression 

Nu* = 0.13 (Gr^Pr)1 '3 
(2) 

is plotted in Fig. 9 and can be seen to correlate the data satisfactori-

ly-
In Fig. 9 the range in the local Nusselt number is indicated for some 

of the data points by a vertical bar. This range was obtained from 
measurements of the fluctuation of temperature gradient recorded 
at the plate surface. In the transition regime this Nusselt number 
range is associated with the variation in heat transfer coefficients 
across the vortex rolls. In the turbulent regime it is associated with 
the basic unsteady nature of the flow. The very substantial magnitude 
of the local fluctuation of the heat transfer coefficient is apparent from 
this data. 

5 C o n c l u d i n g R e m a r k s 
At Reynolds numbers below that at which hydrodynamic insta­

bilities are important it was found that buoyancy induced instabilities 
can dominate the flow behavior. In the present investigation the ef­
fects of buoyancy were studied on the growth of a thermal boundary 
layer over a horizontal isothermally heated plate. The flow pattern 
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in this case could be characterized by three flow regimes, the 
boundaries between these regimes being defined by critical values of 
the instability parameter G^/Re*1-5. 

For values of Grr /Re* l s < 100 the effects of buoyancy are negligible 
for all practical purposes. In this regime the heat transfer coefficients 
can be obtained form the Pohlhausen or similar solution for a laminar 
boundary layer. Alternatively for Grx/Rex

15 > 300 turbulent free 
convection dominates. In this turbulent regime the local Nusselt 
number increases with the Rayleigh number (GrxPr) in a manner 
similar to that for a horizontal plate with no main flow in the high 
Rayleigh number range. This means that the forced convection effects 
are negligible in this regime. 

The range 100 < Grx/Rex
 L 5 < 300 is a complex transition regime 

where combined effects of free and forced convection influence the 
flow. The details of this flow regime have not been studied; however, 
the basic phenomena occurring in the regime can be outlined. As 
studied in [2], the onset of the thermal instability in the boundary 
layer occurs at a value of Grr/Re.r

 l-5 approximately equal to 100 and 
manifests itself in the form of longitudinal vortices. The longitudinal 
vortices produce finite amplitude secondary flows which give rise to 
a substantial increase in the wall heat transfer rates. As the boundary 
layer grows thicker the vortices do not remain as the stable flow pat­
tern but begin to break up into a more turbulent-like flow. The 
mechanism of the breakup was not studied but one may suspect that 
the secondary and tertiary instabilities observed by Wortmann [6] 
for longitudinal vortices on a concave wall may be involved. At the 
onset of turbulence, thermal plumes were seen to separate and rise 
from the plate. This results in the rapid increase in the boundary layer 
growth rate observed at transition to turbulence. After the transition 
the heat transfer coefficient becomes constant along the plate, in­
dicative of the turbulent free convection regime. 

In the theoretical treatment of the problem of combined free and 
forced convection above a horizontal plate the buoyancy effects are 
introduced into a two-dimensional boundary layer model [11]. This 
results in the forced and free convection regimes being defined in 
terms of the parameter Gr.t/Rex

2-5. The present investigation has 
shown that the buoyancy effects produce finite amplitude secondary 
flows which make the two-dimensional formulation and the parameter 
Gri/Rej 2 5 inadequate to describe the flow after the onset of insta­
bility. The range of applicability of this theory is therefore rather 
limited. These results would suggest that for a theory adequately to 
predict the heat transfer behavior in the combined free and forced 
convection regime it must be able to account for the non-linear effects 
of finite amplitude vortex rolls. 
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Partial Spectral Expansions for 
Problems in Thermal Confection 
The use of spectral expansions for solving nonlinear partial differential equations is ex­
plained, and two examples drawn from convective heat transfer are presented. For both 
problems the results agree well with regular perturbation solutions at parameter values 
for which the latter remain valid. Evidence is given to indicate that the spectral solutions 
are valid for considerably larger parameter values than can be reached with the perturba­
tion methods. 

1 I n t r o d u c t i o n 

Spectral methods have undergone an interesting development since 
they were first described by Galerkin [1] for a problem in elasticity. 
Meteorologists in particular have long favored these methods for 
modeling the behavior of the earth's atmosphere despite rather severe 
computer time and storage problems encountered in nonlinear 
problems. Because of these difficulties, spectral methods have not 
been extensively used in problems of fluid mechanics and heat 
transfer, but the situation is changing rapidly. In a recent series of 
papers, Orszag [2-5] has demonstrated that, in three-dimensional 
flows, properly implemented spectral methods require about an order 
of magnitude less computer time and storage than finite difference 
methods of comparable accuracy. This economy is achieved through 
the use of transform techniques for the efficient evaluation of the 
spectral equations. One of the early applications of the method was 
made by Munson [6], who investigated the axisymmetric flow between 
rotating spheres. Though not using transforms, Munson was suc­
cessful in generating solutions for Reynolds numbers up to transition. 
Orszag and his associates (Orszag [7], Israeli [8], Metcalfe [9], Orszag 
and Israeli [10,11], Orszag and Pao [12]) have since used the spectral 
method in a variety of problems in fluid mechanics. Douglass [13], 
Custer [14], and Custer and Shaughnessy [15] have employed the 
technique in problems of thermal convection. 

This paper relates the experience of the authors in applying partial 
spectral expansions to thermal convection problems in spheres and 
cylinders. We consider steady, two-dimensional motion with periodic 
angular dependence. The flow variables are expanded in basis func-

Contributed by the Heat Transfer Division for publication in the JOURNAL 
°P HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
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tions of the angle with coefficients which are functions of the radial 
coordinate. Galerkin's procedure is used to produce a coupled set of 
nonlinear ordinary differential equations for the coefficient functions. 
The system of differential equations with associated boundary values 
constitutes a two-point boundary value problem which is solved nu­
merically. Since the transform methods offer no real advantage in 
economy for the series employed here, we have evaluated the spectral 
equations directly. In calculations involving larger spectral series, the 
complicated programming required for the transform techniques is 
more than offset by the resulting efficiency. 

In Section 2 the spectral solution method is outlined and used in 
Section 3 to calculate the natural convection of a liquid metal in a 
horizontal cylindrical annulus. Solutions are obtained for the case in 
which the walls of the annulus are maintained at different tempera­
tures. The results are shown to agree well with a perturbation solution. 
Section 4 considers the more complex convection problem in a rotating 
spherical annulus. In this case the velocity of the fluid must match 
the angular velocity of the rotating boundaries. This difficult 
boundary condition is easily handled by the partial spectral method. 
Where appropriate, the solutions are compared to a perturbation 
solution at low rotation rates and with the results of Munson [6] and 
Pearson [16]. 

2 T h e M e t h o d of P a r t i a l S p e c t r a l E x p a n s i o n s 
To illustrate the basic theory and problem preparation of the 

spectral method, we consider the boundary value problem 

Ll4>(xi,x2) + Gty,T,x1,x2) = 0 

L2T(xl, x2) + H(f, T, xx x2) = 0 (1) 

where L\, L2 are linear partial differential operators and G, H are 
nonlinear functions of the dependent variables \p, T, as well as x 1( * 2. 
The solution is sought in some domain D subject to separable 
boundary conditions for i/> and T. We seek an approximate solution 
to this problem in the form 
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lM*i,*2> = E gi{xi)<t>i(x2) 

T(xi, x2) = Y. hj(xi)<t>j(x2) (2) 

where the basis functions <l>i{x2) form a complete set in the space 
spanned by x2 and allow satisfaction of the boundary conditions for 
\p and T. The functionsg,(xi) and hj(xi) are unknown functions, to 
be determined. 

The first question facing a potential user of this method is how to 
choose the basis functions <pi{x2). Orszag [4] suggests that Chebyshev 
or Legendre polynomials are the best choice for spatial variables, while 
trigonometric functions are superior for angular variables. The reason 
for selecting these functions rather than the eigenfunctions of the 
operators Li and L2 is that the error incurred in retaining N terms 
in the recommended expansions decreases faster than any power of 
l/N as N increases. Orszag terms this "infinite order" accuracy. Other 
choices for the basis functions lead to finite order accuracy. For ex­
ample, if the error decreases as l/N2, then the expansion has second 
order accuracy. 

Inserting the expansions for \p, T into the governing equations leads 
to equations of the form 

(—er 

9o 

Fig. 1 Cylindrical flow geometry 

Z (£ilg;(*i)<M*2)! + G(gi, hj, <t>i, <t>j, xi, x2)) = 0 
i=0 

N 
£ (L2\hj(xi)4ij(x2)} + H(gi, hj, 4>i, 4>j, x\, x2)) = 0 

y=o 

The boundary conditions are similarly treated. The final step in the 
method is to project the above equations into the space spanned by 
the basis functions. In the Galerkin method, the projection is ac­
complished by taking the inner product of the equations with each 
of the 4>i. The result is a set of 2N ordinary differential equations 
describing the behavior of the 2N unknown functions gi(x{), hj(x\). 
The boundary conditions are treated similarly, leading to 2N 
boundary values for the g;, hj. 

To complete the solution, the set of 2N coupled, nonlinear equa­
tions must be solved numerically. In convection problems this two-
point boundary value problem will often be so sensitive that simple 
shooting methods will not work. The authors have had some success 
in such cases with the method of quasi-linearization (Roberts and 
Shipman [17]), and expect that finite difference methods would work 
equally well. Once the functions g;, hj are obtained, approximate so­
lutions for \p and T are easily constructed. It is worth noting that there 
are many variations on the above procedure. For example, a three-
dimensional problem might be solved by expanding in one indepen­
dent variable, followed by a finite difference solution to the resulting 
set of two-dimensional problems. This approach is particularly at­
tractive for problems in cylindrical coordinates. In the next two sec­

tions the partial spectral method is applied to two problems in thermal 
convection. 

3 C o n v e c t i o n i n a C y l i n d r i c a l A n n u l u s 
The problem of natural convection in a horizontal cylindrical an­

nulus has attracted the attention of numerous investigators because 
of the relative simplicity of the geometry, the practical applications, 
and the surprising complexity of flow phenomena which appear. A 
considerable amount of experimental data have been taken since the 
first efforts by Beckman [18], and a number of analytical studies have 
also been made. The interested reader may consult the bibliography 
of Kuehn and Goldstein [19] for further details. In this section we 
apply the Galerkin method to the problem of natural convection in 
liquid metals contained in a horizontal cylindrical annulus. The 
problem has application to the use of liquid metals as heat transfer 
agents in power plants under conditions of loss of pumping. Due to 
experimental difficulties associated with liquid metals, few obser­
vations of this flow are available. Thus analytical results are of great 
value. 

The geometry for this flow is shown in Fig. 1. The gap between the 
cylinders is filled with a viscous fluid which is set in motion by the 
temperature difference across the annulus. The inner and outer cyl­
inders are maintained at the uniform temperatures T; and To, and 
gravity is assumed to act vertically as shown. The flow is assumed to 
be steady, laminar and two-dimensional. Experiments have shown 

.Nomenclature. 
Cp = specific heat at constant pressure of 

the fluid 
D2, D 4 = operators in spherical coordinates 
fn, gn, hn = radial functions in the spectral 

series 
G,H = generalized nonlinear functions 
go = gravitational constant 
Gr = Grashof number 
k = thermal conductivity of the fluid 
L\, L2 = generalized linear operators 
N — number of terms in the spectral series 
Pn{0) = Legendre polynomial of the first 

kind 
Pr = Prandtl number 
r - radial coordinate 
Re = Reynolds number 

fli, R2 = spherical radii 
Ri, i?o = cylindrical radii 
T = temperature function 
T\, T2 = temperatures of the spheres 
Ti, T0 = temperatures of the cylinders 
"r. "o = velocity components in cylindrical 

coordinates 
vr, V), i)0 = velocity components in spherical 

coordinates 
x\, x2 = generalized coordinates 
a = thermal diffusivity of the fluid 
/3 = coefficient of thermal expansion of the 

fluid 
f = nondimensional temperature function 

x] = radius ratio 
9 = angular coordinate 
ix = absolute viscosity of the fluid 
jx = angular velocity ratio 
v = kinematic viscosity of the fluid 
p = density of the fluid 
0 = angular coordinate 

4>i = spectral basis function 
fy = streamfunction 
wo = reference angular velocity 
oil, "2 = angular velocity of the spheres 
fi = nondimensional angular velocity func­

tion 
V2, V4 = Laplacian and biharmonic opera­

tors 
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that for fluids with Prandtl numbers of order one or larger, there is 
a range of gap widths and temperature differences for which a steady, 
laminar, two-dimensional flow exists. In the absence of experimental 
data for liquid metals, we assume that this is true for these fluids as 
well. In formulating the equations of motion viscous dissipation is 
neglected, all fluid properties except the density are assumed con­
stant, and density variations are modeled with the Boussinesq ap­
proximation (Chandrasekhar, [20]). 

The motion is measured in cylindrical coordinates (r, 0) with (vr, 
ue) the corresponding velocity components. The equations of motion 
are written in terms of the stream function f(r, 0) defined by the 
relations 

dr ' ve = • 

and 

Vr~ r 00 ' 
(4) 

The equations are nondimensionalized using flo and To — T; as the 
characteristic length and temperature scales. The stream function 
is nondimensionalized by v, the kinematic viscosity of the fluid. This 
scaling leads to the following nondimensional equations of motion: 

W ! ;[ 30 dr dr dd J 
+ Gr 

'cos0 3T 3T1 
h sm0-—• 

. r a« dr j 

and 

V2T Prr^ar 
r 130 dr 

d£3Tl 

dr d0i 
(5) 

The dimensionless parameters here are the Grashof number Gr = 
ga@(To ~ Ti)Ri?/ii2 and the Prandtl number Pr = via, where fi is the 
coefficient of thermal expansion, v the kinematic viscosity, and a is 
the thermal diffusivity of the fluid. The operators V2 and V4 are the 
harmonic and biharmonic operators expressed in cylindrical coordi­
nates. 

The boundary conditions on the problem are that the fluid velocity 
be zero on the cylindrical boundaries, and that the fluid temperature 
equal the appropriate wall temperature. In addition the flow is as­
sumed to be symmetrical about the vertical plane through the axis 
of rotation. In terms of the nondimensional variables these conditions 

4>(y, 0) = <p(h 6) = 0, 

dr dr 30 30 

and 

T(7/,0) = l, T(1 ,0)=O. (6) 

The domain of the independent variables is ij < r < 1, and 0 ^ 0 ̂  2n. 
The parameter -n = Ri/Ro is the radius ratio of the cylinders. 

The solution to this problem was obtained by assuming expansions 
for \j,(r, 0) and T(r, ») of the form 

<Kr,0) = E fn(r) sin(nfl), 
n = l 

and 

T(r, 0) ; E t 
p=0 

,(r) cos(p0). (7) 

As discussed earlier, the choice of a trigonometric expansion of the 
angular dependence is recommended by Orszag [4] for best accuracy. 
These expansions also have the desired property of reflection about 
the vertical plane. 

Since one can only retain a finite number of terms in the spectral 
expansion (7), these series are truncated after N terms. The number 
of functions kept is determined by various factors including prior 
knowledge of the flow, accuracy requirements, and the cost of nu­
merical solutions. Here the choice was made to truncate the series 

after three terms. Thus the representations actually used are 

$(r, 0) = h(r) sin0 + f2(r) sin20 + f3{r) sin30, 

and 

T(r, 0) = g0(r) + gi(r) cos0 + g2(r) cos20 + g3(r) cos30 (8) 

This choice is partially motivated by the knowledge [19, 21] that in 
air and water the streamlines at moderate Grashof numbers take the 
form shown in Fig. 2. These crescent shaped flows can be described 
mathematically by the first term f±(r) sin0. The three terms together 
then allow solutions for moderately large Grashof numbers to be ob­
tained at a reasonable cost in computer time and storage. Equations 
for the unknown functions/„(r) andgp(r) are obtained by substituting 
the expansions (8) into the equations of motion (5). The result is 

3 [" m 2 m 2n2 + l n 2n2 + 1 , 
E I In H In — „ /n + „ In 

n=i L r rl rA 

+nl^Jnlf1 s i i mo„If£ £ \mfmh~ + lfn» 
r* J r U= i m =i L \ r 

n 2 + l 2 n 2 , \ „ . A .fn> 4 fn i cosm0 smn0 | 
r2 r 3 / J 

- £ E [;/»' (fi" + hi' ~ ~ fi) cosj0 sin^0j J 

+ Gr | £ \gp' cos p0 sin0 - Y. \~g£ sin^0 cos0 J, (9o) 

and 

3 r i n2 "] 
E gn" + -gn ~—gn COSH0 

n=o L r rz J 
Pr i 3 3 

= — E E [mgn'fm coanB cosm0] 
r U=0m = l 

+ Z X Wk'gj ainje sinkB]) (96) 
y~o*-i J 

where the primes signify derivatives with respect to r. 
The equations (9a,b) are projected into the spaces spanned by 

sin(n0) and cos(p0) using Galerkin's method. The equations for the 
fn(r) are obtained by multiplying equation (9,a) by (1/ir) sin(rc0) and 
integrating over the interval (0, 2-Tr). The equations for the gn(r) are 
obtained by multiplying (9,6) by (lAr) cos(p0) and integrating. 

The boundary conditions for this system of equations are obtained 
by substituting the expansions (8) into the boundary conditions (6), 
and using the projection technique just described. The results are 

/ n ( l ) = / „ ( l ) = 0, 

fn'U)-=fn'(l) = 0 n = l , 2 , 3 

go(v) = 1 £o(D = 0, 

and 

§n(v)=gnW=0 1, 2, 3. (10) 

Solutions to this system of equations were obtained using the 
method of quasi-linearization. This method generates linear differ­
ential equations by expanding the original nonlinear equations in a 
Taylor series about a nominal solution. These series are truncated 
after the first order terms. The resulting set of linear differential 
equations was solved with the method of adjoints. The quasi-linear­
ization scheme proceeds iteratively using the solutions from one step 
as the nominal solution used to evaluate the derivatives in the next 
step. Conditons under which the solutions of the linear problems 
converge to the solution of the original nonlinear problem have been 
stated in the work by Roberts and Shipman [17]. 

Typical results obtained from the calculations are shown in Fig. 2. 

Journal of Heat Transfer AUGUST 1978, VOL. 100 / 437 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1=30 
2=60° 
3=90° 
4=120° 
5=150 l ; 

Fig. 2 Streamlines and circumferential velocity profiles in the cylindrical 
annulus for -q = 0.25, Pr = 0.01, and Gr = 100 

The streamline plots all show a characteristic single eddy pattern 
which occurred for all Grashof numbers for which numerical solutions 
could be obtained. This is a striking contrast to results obtained by 
Mack and Bishop [22] using a perturbation method. For y = 0.5, Pr 
= 0.02 and Gr = 15000 they found a multicellular flow composed of 
one large eddy and two smaller and weaker counter-rotating eddies. 
The large eddy rotates clockwise and occupies the region of the an­
nulus between 9 = 25 deg and 0 = 140 deg. The two smaller eddies 
occupy the top and bottom of the annulus. The conditions necessary 
for the formation of these multiple eddies were determined. It was 
found that for a Prandtl number of 0.02 both eddies form when the 
radius ratio is greater than or equal to 1.55. Fluids with Prandtl 
number 0,07 and 0.3 behave similarly. In an effort to investigate these 
interesting flows computations were carried out with Pr = 0.1. With 
this Prandtl number successful calculations could be made at Grashof 
numbers which yield Rayleigh numbers in the range appropriate to 
multicellular flows. In all cases the single crescent eddy was the only 
flow pattern found. 

Careful examinations of the reasons for this discrepancy were 
carried out by Custer [14] and Custer and Shaughnessy [15,23]. Using 
the premise that the (n + l)th term of a perturbation expansion 
should be a small correction to the solution represented by the first 
n terms, they tested the multiple eddy flows predicted by the per­
turbation methods. In each case the highest order term in the per­
turbation expansion was of the same order as the sum of the previous 
terms, indicating that more terms should be included in the expan­
sions. This test is not conclusive, however, as indicated in Custer and 
Shaughnessy [23], and work is now in progress using a spectral ex­
pansion containing additional terms in an attempt to determine what 
causes the multicellular flow. For small Grashof numbers, the 
streamlines calculated with the three term spectral expansions agree 
with those obtained using Mack and Bishop's perturbation method. 
Thus the occurrence of steady multicellular flow may be a feature of 
the linearized equations at large Grashof numbers which is not present 

in the truncated nonlinear equations. A second interesting possibility 
is the presence of a transition mechanism which depends on the 
Prandtl number. It is hoped that further work will answer this ques­
tion. 

4 Convection in a Rotat ing Spherical Annulus 
In this section the steady laminar motion of an incompressible 

viscous fluid contained between two concentric spheres which rotate 
about a common axis with fixed but different angular velocities is 
discussed. Each sphere is maintained at a uniform but different 
temperature. Spherical annulus flows of this type are of interest in 
both engineering and geophysics, as well as being a comparatively 
simple example of the interaction of buoyancy and centrifugal forces. 
An extensive bibliography on this type of flow appears in Douglass 
[13]. 

The geometry for this flow is shown in Fig. 3. A viscous fluid fills 
the gap between the inner and outer spheres which are of radii R i and 
fl2. have uniform temperatures T\ and T2, and rotate about a common 
axis with constant angular velocities wj and «2- A positive angular 
velocity denotes clockwise rotation looking in the direction indicated 
on the polar axis. Both the magnitude and sign of each angular velocity 
are arbitrary; if «i and a>2 differ in sign, the spheres are counter-ro­
tating. A uniform gravitational field of magnitude go is assumed to 
act towards the center of the spheres. In formulating the equations 
of motion, viscous dissipation is neglected, all fluid properties except 
the density are assumed constant, and density variations are modeled 
with the Boussinesq approximation (Chandrasekhar, [20]). 

The motion is measured in spherical coordinates (;-, 8, tj>) fixed in 
space, with (vr, u0, u^) the corresponding velocity components. The 
angular coordinate 8 is measured from the polar axis, while <j> is the 
azimuthal angle. Solutions are sought which are steady, independent 
of 0, and symmetric about the equator 0 = TT/2. Because of these 
symmetries the results are presented in the upper portion of a meri­
dian plane only. 
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The dimensionless equations of motion are conveniently formulated 
in terms of a s t ream function •fi, an angular velocity function Q, and 

a t empera ture function f (Douglass, [13]): 

1 
-DK 

Ee 

Re 

- (Gr /Re 2 ) s in0 

r2sinfl \dr 38 38 dr/' 

<5f 

sinfl \c 
(ID 

as 

r2 sin# [r s'mO 

X / dQ dQ\ 
- fi ( cosvi smtf — ) 

\ dr 88 I J 

3<P d ,-„ , dtp d , -„ , J 

a0 5;- dr 90 J 

and 

V 2 f = 
RePr 

r2 sinO 9 \dr 
af# 

ae as dr) 

(12) 

(13) 

Here Re = E^oh is the Reynolds number , Gr = go$(T2 - T i )#2 3 / c 2 

is the Grashof number , and P r = nCp/k is t h e P r a n d t l number . T h e 
fluid propert ies are the kinematic viscosity v, the absolute viscosity 
p , the coefficient of the rmal conductivi ty k, the specific hea t a t con­
stant pressure Cp, and the coefficient of the rmal expansion (3. T h e 
nondimensionalization employs Ri, wo - 1 , and (T2 — 7 \ ) as t he char­
acteristic length, t ime, and t empera tu re scales. T h e characteris t ic 
angular velocity wo is taken to be either o>i or w2 depending on the type 
of flow considered. For example, if t he outer sphere is s ta t ionary, wo 
= Mi; if the inner sphere is stationary, wo = W2- The various operators 
are: 

D2 a2 i /a2 

: + -
dr2 

I1 
r2 W 

•cotfl-

D* = D2(D2) (14) 

and 

V2 = — — (r2—) +csc8~(sin8—) . 
r2 Ldr V drJ 38 \ <W1 

The dimensional flow variables are defined by the relations 

-R2wo 
3^_ 

38 
or • 

Vo> 

V4, = 

r2 sinf) 

R ** 
" 2 W 0 

dr 

r sinfl 

RIOJQQ 

r sin8 

(15) 

and 

T=T1 + (T2-T1){ 

The boundary condit ions on the flow are tha t the fluid t empera tu re 
equal the wall t empera ture a t the spherical boundaries, and tha t the 
fluid velocity a t the boundar ies equal the velocity of the boundar ies , 
fa terms of t he dimensionless variables, these condit ions are 

ibi, 6) 

0 f ( l , 6) = I 

di> dtp 

dr dr 
= 0 

and either 

Q(i7, 8) = r,2 sin20, fi(l, 8) = ft sin2. 

for «0 = Wl j or 

Q(v, 0) = (>;2/A) sin29, S2(l, 0) = sin20 

9oe r 

Fig. 3 Spherical flow geometry 

for wo = o>2. T h e parameters r, and M in these boundary conditions are 
the radius ratio of the spheres 17 = R i/fl 2, and the angular velocity ratio 
jl = W2/W1. T h e occurrence of these paramete rs in the boundary con­
ditions would require t ha t some sort of transformation be performed 
in order to use a full spectral method. In the part ial spectral method, 
however, these boundary conditions are applied numerically and thus 
require no addi t ional problem prepara t ion . 

T h e solution to this problem was obtained by expanding the de­
p e n d e n t variables in the following series: 

•Mr, 0) = sin20 £ Pn(8)gn(r), 
rc=0 

and 

a(r,8) = Sm
28 £ Pn(8)fn(r), 

n=0 

71 = 0 

(17) 

The expansion functions Pn(9) are Legendre polynomials of the first 
kind of order n. The sin20 factor in the expansions is chosen to simplify 
the boundary conditions stated in (16). Although Gegenbauer poly­
nomials are the eigenfunctions for the D2 and D 4 operators, Orszag 
[5] has shown that using Legendre polynomials in the expansion 
produces better accuracy. Munson [6] and Douglass [13] have dem­
onstrated that because of the symmetries of the problem, only even 
n need to be considered foi fi and f. For if/, only odd n need be in­
cluded. For the calculations presented here the expansions were 
truncated at N = 4. The nonlinear ordinary differential equations 
governing the spectral coefficient functions /„ (r), gn (r), and hn (r) 
were obtained in the same manner as described in Section 2 using the 
appropriate orthogonality relations for Legendre polynomials. Details 
may be found in Douglass [13]. 

The boundary conditions for this system are 

8nM = SnW = gn'iv) = gn'W = 0 

hn(ri) = 0 /l0(l) = l M D = 0 n>0, 

and either 

(16) or 

Mv) = r,\ /o(D = M 

fn(v) = / n ( D = 0 n > 1 for w0 = wi, 

Mv) = v2/H, /o(D = l 

fn(v) = / „ ( ! ) = 0 n > 1 for w0 = w2. 

(18) 
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Fig. 4 Streamlines In Ihe spherical annulus for £ = —1/3, t; = 0.5, Re : 

Pr = 1,andGr = -10,000 
100, 

Fig. 5 Angular velocity contours In the spherical annulus for ft = • 
= 0.5, Re = 100, Pr = 1, and Gr = -10,000 

•1/3, n 

Solutions to this system of equations were obtained numerically using 
the method of quasi-linearization. 

Because it is not possible to conduct experiments with a radial 
gravity field, the convection solutions obtained with the Galerkin 
method can only be compared with other numerical results. The 
perturbation results of Douglass [13] are useful for comparisons at 
small values of the rotational Reynolds number. The flow shown in 
Figs. 4, 5, and 6 corresponds to combined convection in a moderately 
deep annulus (-q = 0.5) between counter-rotating spheres. The angular 
velocity ratio is jx = —1/3, corresponding to the inner sphere rotating 
at three times the speed of the outer sphere and in the opposite di­
rection. The figures show the streamlines, angular velocity contours 
and isotherms at a Reynolds number of 100 and a Grashof number 
Gr = -10 4 . The angular velocity contours indicate that the primary 
motion is precisely as expected: fluid near each sphere is dragged along 
in the direction of rotation. The secondary flow consists of a pair of 
counter-rotating eddies of about the same strength and size. These 
eddies are responsible for the convective heat transfer which this flow 
exhibits. 

This flow and several others at lower Reynolds numbers are com­
pared with perturbation solutions given by Douglass [13] in Table 1. 
In each case the ratio Gr/Re2 is fixed at - 1 , which implies that the 
buoyancy forces are the same order of magnitude as the centrifugal 
forces. The negative value indicates that the inner sphere is hotter 
than the outer sphere. The Reynolds number here is a measure of the 
ratio of centrifugal forces to viscous forces. The flow produced by the 
partial spectral method was compared with the perturbation solution 
by computing the average fractional difference in the values of \p, Q, 
and f over the entire flowfield. The numerical solution is known on 
a mesh of 51 radial locations and 91 angular locations, but only interior 
points were considered in the comparison since the boundary values 
are applied numerically. 

The table shows that at a Reynolds number of 30, which is the 
largest value for which the perturbation solution is considered valid 
by Douglass, the flows agree to within 6 percent for f and better than 
0.1 percent for Q and f. As expected, at larger Reynolds numbers the 
differences increase. At a Reynolds number of 100 the spectral solu­
tion satisfies two tests of consistency and appears physically valid. 
The consistency checks are based on the fact that in steady flow the 
torque and heat transfer acting at the inner sphere must equal those 
at the outer sphere. 

It is difficult to discuss the accuracy of the spectral calculations 
because there are apparently no other results available in the litera­
ture on this convection problem. The situation is quite different for 
the isothermal flow case however, and it is worthwhile to ask how the 
present calculations with Gr = 0 compare to results from Pearson [16] 
and Munson [6]. Pearson's investigation of the time dependent flow 
between rotating spheres provides a number of steady-state solutions 
for Reynolds numbers between 10 and 1000 with which the spectral 
calculation can be compared. Fig. 7 shows our calculation of the flow 
between a fixed inner sphere and rotating outer sphere at Re = 100. 
These streamlines are virtually identical to those given by Pearson 
in Fig. 3 of his paper. Fig. 8 shows further that our four term expan­
sions agree to within six percent with Munson's five term expansions 
for Reynolds numbers less than 200. The angular velocity contours 
are essentially identical while the streamfunction is slightly under­
estimated. Thus for a Reynolds number of 100 there is little to be 
gained from using more than four terms in the spectral expansions. 
In fact, Munson concluded that this flow required fewer than ten 

T a b l e 1 A v e r a g e f r a c t i o n a l d i f f e r e n c e b e t w e e n t h e 
s p e c t r a l c a l c u l a t i o n a n d p e r t u r b a t i o n s o l u t i o n 

Fig. 6 Differential Isotherms f - fQ showing the departure from the con­
duction solution; jS = - 1 / 3 , t) = 0.5, Re = 100, Pr = 1, and Gr = -10,000 

Re 
10 
30 
50 
80 

100 

AM 
8.90 X 10-3 

5.85 X 10~2 

2.36 X 10-1 

1.58 
1.98 

Afl/fl 
3.94 X 10"6 

1.07 X 10~3 

2.32 X 10~2 

6.27 X 10"1 

1.76 

Af/f 
3.00 X 10- ' 
2.48 X 10-'' 
2.52 X 10_J 

2.56 X 10~2 

7.76 X 10 - 2 
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Fig. 7 Calculated streamlines for Pearson's flow; i) = 0.5, Re = 100, £ = 

terms for all Reynolds numbers up to transition. For the low order 
expansions employed here we used direct evaluation of the spectral 
equations. The work required by the spectral method compared fa­
vorably with that necessary for the perturbation method, but the 
range of Reynolds numbers for which the spectral solution was ac­
curate was considerably larger. 

5 Conc lus ion 
Partial spectral expansions are an effective tool in solving the 

nonlinear partial differential equations of applied mechanics. The 
authors' experience with two problems in thermal convection has 
shown that these techniques can provide useful results for a greater 
range of parameter values than perturbation methods. The time and 
cost in both cases appear similar, but the spectral method preserves 
the nonlinearities in the problem. For problems requiring a large 
number of terms in the spectral series, transform methods can im­
prove the calculational efficiency at some cost in programming ef­
fort. 
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Measurement of Buoyant Jet 
Entrapment from Single and 
Multiple Sources 
An experimental investigation was conducted to determine the dilution characteristics of 
single and multiple port buoyant discharges typical of modern natural and mechanical 
draft cooling towers. Simultaneous measurements of velocity and tracer concentration 
profiles were taken at various downstream locations in the three-dimensional plumes dis­
charged into a stagnant ambient using a hot film anemometer and conductivity probe. 
The number of discharge ports was varied from one to seven. Discharge densimetric 
Froude numbers were varied from 1.5 to infinity. Numerical integration of the profiles 
gave dilution, tracer conservation, and momentum fluxes. The effect of reducing Froude 
number was to increase entrainment considerably. Increasing the number of discharge 
ports reduced the rate of entrainment. In multiple port discharges the shape of the plume 
changed from an elongated configuration to nearly axisymmetric within the first 20-30 
diameters of discharge. 

Introduct ion 

With the changing emphasis of waste heat disposal to large cooling 
towers instead of once through cooling systems, an increased interest 
has developed into the dilution characteristics of a finite number of 
neighboring jets discharging at relatively low densimetric Froude 
numbers, Fo, such as are found in mechanical draft cooling towers. 
This system produces a three-dimensional plume whose dilution 
depends on combined turbulent heat and mass transfer with the en­
vironmental ambient fluid. 

Once-through cooling systems consist mainly of surface discharge 
or submerged discharge from a large single port or from a multiple 
port diffuser that may be several hundred feet long with many dis­
charge ports. However, mechanical draft cooling towers usually have 
fewer than ten discharge ports. Thus, end effects cannot be neglected 
and, because of the initial merging process, they cannot be considered 
as single axisymmetric jets. 

Buoyant jets have been investigated extensively in the past. Ex­
cellent reviews can be found in Hirst [1], Baumgartner and Trent [2], 
Briggs [3], and Silberman and Stefan [4]. Therefore, only those ref­
erences directly related to this work will be discussed. Most of the 
reports in the above reviews deal with single jets with dilution ex­
pressed as excess temperature decay ATc/ATVj. However, true dilution 
is defined in terms of the ratio of local mass flow rate of fluid in the 
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plume to the discharge mass flow rate, m/mg. The latter definition 
is related exclusively to excess temperature only in the fully developed 
region of the plume where similarity of profiles exists and in non-
stratified ambients. Since multiport discharges of finite number have 
nonaxisymmetric, nonsimilar velocity and temperature profiles, both 
must be measured in order to determine dilution and its relation to 
excess temperature decay. 

One of the classic papers on single port buoyant plumes in which 
both temperature and velocity were measured was presented by 
Schmidt [5]. He created a purely buoyant or thermal plume by placing 
a heating coil in a hole in a horizontal board inducing flow through 
it. No measurements were reported at the hole so neither a discharge 
flow rate nor a Froude number could be determined. The rate of 
dilution determined from his data, however, indicates his Froude 
number was less than 1.5 when compared to the data of this study. 
Integrating his published values of velocity and temperature at dif­
ferent cross sections in the plume shows a variation in the conservation 
of energy by as much as a factor of 2.0. This indicates the difficulty 
in obtaining accurate simultaneous readings of temperature and ve­
locity, especially in stagnant ambients where the tail of the profiles 
goes to zero. Similar problems occurred in the present study. 

Rouse, et al. [6] also investigated buoyancy induced flows from a 
point heat source. Although interesting to look at, an idealized point 
source is difficult to relate to results of a finite discharge with initial 
turbulence, momentum and development length. The inability to 
determine an initial mass flux and Froude number further complicates 
the problem. However, such studies are useful in determining trends 
in plume dynamics in the far field. The authors were able to do this 
very successfully. Jirka and Harleman [7] investigated multiport 
discharges into shallow water from submerged outfall diffusers. Both 
two and three-dimensional configurations were examined. They de-
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veloped stability criteria useful in analyzing plume spreading at the 
water surface but due to the shallowness of the water and the long 
length of the diffusers, their data do not apply directly to this study. 
Kannberg and Davis [8] experimentally investigated temperatures 
in deep submerged multiport discharges and developed models pri­
marily applicable to two-dimensional diffusers with no end effects. 
Sforza, et al. [9] investigated velocities in the isothermal discharge 
of air into air from a variety of discharge shapes including rectangular 
slots. Their findings will be compared with the results of this inves­
tigation. 

Kotsovinos [10] studied the entrainment of plane (two-dimensional) 
turbulent buoyant slot jets. As in the present study, he conducted 
simultaneous measurements of temperature and velocity within the 
plumes for a variety of Froude numbers and was able to determine 
both dilution and excess temperature decay directly. His is an ex­
cellent study but it does not include end effects or mixing and merging 
of plumes. 

The emphasis in the present investigation was to obtain simulta­
neous measurements of velocity and tracer across the plume in a va­
riety of single and three-dimensional multiple jets discharging into 
stagnant ambients. The objective was to obtain direct entrainment 
date to facilitate modeling of a three-dimensional plume from cooling 
towers with one or more neighboring cells. 

A p p a r a t u s a n d P r o c e d u r e 
Water was chosen as the working fluid with the buoyant jets being 

created by discharging salt water downward into fresh water. Using 
this technique, a wide range of Froude numbers could be obtained by 
adjusting the salinity of the discharge water while maintaining 
Reynolds numbers high enough to insure turbulent flow. This tech­
nique is not able to model latent heat effects due to moisture con­
densation or evaporation within the plume on plume characteristics. 
In addition, laboratory turbulence scales will be different from at­
mosphere turbulence. However, since the main objective of this study 
was to determine merging and end effects on dilution in the near and 
intermediate fields where jet induced turbulence is dominant and 
since moisture effects are expected to be minor in this region [11], the 
use of water in the laboratory as a working fluid was felt to be justi­
fied. 

Fig. 1 is a sketch of the test apparatus used in this study. The main 
tank was a towing channel 12.1 m long, 0.61 m wide, and 0.91 m high 
located at EPA's Corvallis Environmental Research Laboratory. Both 
sides of the tank were of plexiglass so visual measurements could be 
made. The discharge tank containing salt water was located on rails 
above the receiving tank. It was airtight except for breather tubes 
which maintained a constant velocity head regardless of the water 
level in the discharge tank. This system is described in detail in 
Kannberg and Davis [8]. From this tank, the salt water passed through 
a control valve into a plenum chamber with baffle and discharge tubes 
as shown in Fig. 2. Also shown in this figure is the coordinate system 
used. The number of discharge tubes used were 1, 2, 3, 5 and 7. The 
tubes, 9.53 mm inside diameter and 12.7 mm outside diameter, were 

PROBE CARRIAGE .-SALT WATER 
DISCHARGE TANK 

TOP RAIL OF 
TOWING CHANNEL 

FRESH 
WATER 

rw: 
/ { «-- PLUME 

_/ x 

Fig. 1 Sketch of overall test arrangement 

FILLING STOPPER^ 

-BUBBLING TUBES * 
SEALED TANK, 

SALT . 
WATER 

Fig. 2 Sketch of discharge system 

placed as close together as possible with centerlines in one plane. This 
gave a port spacing to discharge diameter, L/D, of 1.33, approximating 
that of multiple cell mechanical draft cooling towers. Since the ports 
were right against each other, the number of ports approximately 
represented the discharge aspect ratio, A. The length of the tubes was 
such as to give fully developed turbulent flow at discharge. 

In addition, several runs were conducted with single discharge ports 
of 11.2 mm, 13.5 mm, 23.3 mm, and 38.1 mm inside diameter to give 
the range in Froude and Reynolds numbers desired. The Froude 
numbers tested ranged from 1.5 to infinity (a momentum jet). The 
Reynolds numbers were all greater than 2100 which was sufficient to 
maintain turbulent discharge. This was easily detected by observing 
the density waves created by the discharge of salt water into fresh 
water. 

Salinity within the plumes was measured with a conductivity probe 
and carrier amplifier similar to those described by Keeler [12] and 
McQuivey, et al. [13]. Velocities were measured with a Thermal Sys­
tems, Inc. (TSI) constant temperature hot film anemometer system. 

—Nomenc la tu re— 

A = aspect ratio ~ number of discharge 
ports 

b = local characteristic width of jet = V2<r 
bo.s = local characteristic width of jet where 

U/Uc = 0.5 
D = port discharge diameter 
F = densimetric Froude number at outlet, 

t/0/vg75 
F L = local densimetric Froude number 

UjVgTb 
g = acceleration due to gravity 
g' = reduced gravitational acceleration, 

g&p/Pa 

J = mass flux of salt —JpUSdA 
m = mass flux —fpUdA 
M = momentum flux - fU2dA 
Q = volumetric flow rate — J UdA 
r ~ radial coordinate perpendicular to jet 

centerline 
S = salinity—mass fraction 
ATC = excess water temperature on jet cen­

terline 
ATVj = discharge excess water temperature 
U = jet velocity—variable in all directions 
U0 = discharge velocity from outlet 
X = rectilinear horizontal coordinate parallel 

to port connecting line 
Y =• rectilinear horizontal coordinate per­

pendicular to X 
Z = coordinate in vertical direction 
Ap = difference between jet centerline and 

ambient water densities 
p = fluid density 
a = standard deviation of Gaussian profile 

Subscripts 

a = ambient conditions 
c = centerline value 
o = discharge conditions 
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The two probes were mounted side-by-side on a remotely controlled 
sting. The tips of the two probes were about 2.0 mm apart. The dis­
charge system, traversing mechanism and probes were attached to 
a carriage on rails above the receiving tank and could be towed at 
desired velocities ranging from 0.5 to 50.0 cm/s along the length of the 
receiving tank. This feature was only used for probe calibration since 
tests were conducted in stagnant water. 

Calibration of the conductivity probe was fairly stable as long as 
it was kept clean of dirt and oxidation. Considerable care was taken 
before each test to clean the probe and to make slight adjustments 
•required in the gain of the carrier amplifier to bring the signal output 
in agreement with a predetermined calibration curve. This procedure 
was found to cause the response of the probe to agree with the cali­
bration curve over the full range of salinities of interest. 

The overheat ratio for the hot film anemometer probe could not 
be set as high as recommended by the manufacturer without causing 
vapor bubbles to form on the probe, thus causing the signal to drift. 
Operation at a reduced overheat caused the response to be sensitive 
to the water temperature. To resolve this problem, a calibration curve 
was obtained at a desired nominal reduced overheat by towing the 
probe through the tank for a full range of speeds. Then before each 
run, the probe was towed at one known speed and a minor adjustment 
in the overheat was made until the signal response agreed with the 
previously determined calibration curve. This brought the probe back 
into calibration as the tank temperature changed from day to day. 

After selecting the desired discharge configuration, the discharge 
velocity and salinity were adjusted to give the desired Froude and 
Reynolds numbers. Most runs were with sea water at a salinity of 32 
ppt. For runs with F = 1.5 and 3.0, the salinity was increased so the 
discharge Reynolds number could be maintained above the critical 
value. 

With the system properly adjusted, runs were made while traversing 
the plume horizontally at desired locations. The probes were left at 
each point long enough to obtain a good time average reading. The 
velocity signal was squared and averaged with several time constants 
using a true RMS meter. It was found that a record length of up to one 

• minute was required to provide sufficient information for a stable 
variance. For single port discharges where the plume can be assumed 
symmetrical, a single horizontal traverse was made through the center 
of the plume at each downstream location, Z/D. For multiport dis­
charges, however, several horizontal traverses were made through the 
plume at each Z/D location in order to provide sufficient readings for 

a three-dimensional picture of the plume cross section. The usual 
spacing for these readings was on 1.0 cm centers in both the X and 
Y directions. In high shear areas, 0.5 cm spacings were used. 

Downstream locations, Z/D, ranging from 5-40 diameters were 
investigated with the bulk of the data taken at 10,20, and 30 diame­
ters. Readings near the discharge ports were not taken due to the in­
accuracies of the probes in high gradient regions caused by their size 
relation to the shear layer thickness. In the far field, the hot film probe 
could not give accurate readings in the low velocity tail of the ex­
panding plumes. Since this region grew more important in deter­
mining dilutions as Z/D increased and because bottom effects began 
to appear, far field readings were not taken. The tank was drained 
after each series of runs and refilled with fresh water to prevent salt 
build up in the ambient receiving water. 

Several multiport runs were made with dye in the discharge water. 
This was done with the line of ports both perpendicular and in line 
with the tank side walls. Photographs were taken to determine plume 
spreading in both the X and Y directions visually to support the data 
taken with the two sensors. 

R e s u l t s 

Table 1 presents the basic results of this study both for single and 
multiport discharges. Given on this table are: number of ports, dis­
charge densimeteric Froude number, the plume half widths in the X 
and Y directions, and terms relating local mass, momentum and sa­
linity fluxes to discharge conditions. Dilution is defined as the local 
mass flow rate as compared to the discharge flow rate or m/m0. 
Mathematically this is given as $pUdA/pQQo, Since the density across 
the plume changes less than 1.0 percent from the ambient, the dilution 
can be determined approximately by considering volume fluxes only. 
In this study, the dilution was calculated numerically for the three-
dimensional plumes by 

Q/Qo = ZUij&A/Qo (1) 

where [/,y were the velocities at each grid point and AA was the grid 
size. For the single plumes, dilution was determined by using a best 
fit Guassian curve to the data expressed is 

Q/Q0 = 2*UC /exp[-(r/6)2]rrfr/Q0 (2) 

where Uc was the maximum cross section velocity and b was the 
characteristic width determined from the data. 

An indication of the accuracy of the data was obtained from the 

Ports (A) 
Froude 

No. 

T a b l e 1 S u m m a r y of r e s u l t s 

Z/D Q/Qo M/M0 J/J0 b0.aJD y0.5y ID 

* N/A Not available due to equipment failure. 
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SC/SQ UJUo 

1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
1 
2 
2 
2 
3 
3 
3 
5 
5 
5 
7 
7 

CO 

CO 

CO 

CO 

CO 

36 
36 

8 
8 
3 
3 
3 
1.5 
1.5 
1.5 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 
6 

5 
10 
20 
30 
40 
25 
37 
10 
20 
10 
20 
25 
10 
20 
30 
10 
20 
30 
10 
20 
30 
10 
20 
30 
10 
20 

2.6 
3.4 
5.7 

10.2 
11.4 
10.7 
16.3 
5.5 

12.2 
8.7 

11.6 
30.7 

9.5 
30.7 
61.0 
4.8 

10.2 
15.2 

4.0 
7.4 
8.5 
2.8 
7.3 

10.0 
2.8 
5.5 

0.97 
0.83 
0.92 
1.15 
0.8 
1.3 
1.5 
1.6 
2.4 
3.4 
3.6 

10.2 
4.6 

17.1 
33.0 

1.4 
3.0 
4.5 
1.6 
2.8 
2.4 
1.0 
2.5 
3.9 
1.6 
2.3 

_ 
— 
— 
— 
— 
0.95 
0.96 
1.0 
1.0 

N/A* 
N/A 
N/A 
N/A 
N/A 
N/A 
0.5 
0.7 
0.7 
0.8 
0.8 
0.6 
0.7 
0.9 
0.8 
0.9 
0.8 

0.8 
0.95 
1.2 
2.8 
3.2 
2.1 
2.9 
1.1 
2.2 
1.3 
1.6 
3.9 
1.4 
2.3 
3.5 
2.0 
3.4 
4.0 
2.4 
3.0 
3.5 
3.4 
3.6 
3.8 
4.6 
6.0 

— 
— 
— 
— 
— 
— 
— 
— 
— 
— 
— 
— 
— 
— 
1.6 
2.3 
3.7 
1,7 
3.1 
3.9 
1.2 
3.3 
4.0 
1.3 
2.6 

— 
— 
— 
— 

0.16 
0.11 
0.33 
0.18 
N/A 
N/A 
N/A 
N/A 
N/A 
N/A 
0.26 
0.17 
0.11 
0.26 
0.21 
0.14 
0.30 
0.21 
0.14 
0.34 
0.22 

0.81 
0.56 
0.37 
0.24 
0.17 
0.29 
0.22 
0.64 
0.40 
0.84 
0.69 
0.54 
1.0 
1.0 
0.95 
0.58 
0.46 
0.49 
0.6 
0.57 
0.49 
0.62 
0.69 
0.63 
0.64 
0.58 

Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



expression 

J/J0 = J USdA/(QoS0) (3) 

where S is the salinity. Since the receiving water was fresh, the mass 
flux of salt in the plume should be constant or J/JQ = 1.0 at all Z/D 
along the plume. The value of this ratio was determined in the same 
manner as dilution. 

The momentum flux ratio, M/M0 

M/M0= SU2dA/U02 (4) 

is also helpful in evaluating plume dynamics. For momentum jets the 
value of this ratio should be unity at all times due to the lack of ex­
ternal forces on the plume. For buoyant jete, however, this ratio should 
increase under the influence of buoyant forces. The values of M/MQ 
for each Z/D were calculated by numerically integrating the velocity 
squared over each plume cross section. 

Single Plume Results. Fig. 3 is a plot of Q/Q0 versus Z/D for the 
single port discharges at various Froude numbers. Lines have been 
drawn through the data to indicated approximate trends. Even though 
the data are scattered, it can be seen that the effects of Froude number 
are considerable. It can also be seen that the trends are not necessarily 
linear, reflecting partly the influence of the development zone. For 
the momentum jet, F = <*>, the rate of dilution is linear with distance 
and agrees well with published data [14, 15 and 16]. Most buoyant 
discharge experiments have been interested in temperature or con­
centration decay. Dilution as such was usually not measured. Ricou 
and Spalding [16] measured dilution for hydrogen discharged into 
air. The trend in their data agrees with Fig. 3, however, they suggest 
that m/niQ = 0.32(x/d)(pi/p2)1/2 where pjf>2 is the ratio of the heavier 
fluid density to the lighter fluid density. This expression considerably 
underpredicts the observed dilutions in this study. 

The entrainment of ambient fluid causing dilution, E = dQ/dz, has 
been expressed as a function of an entrainment coefficient and local 
plume properties [17 and 18] such that-E = aUcb. In this expression 
a is the entrainment coefficient. For momentum jets a = 0.057 has 
proven to be a good value. Abraham [19] suggested a value of a = 0.085 
for low Froude number discharges. Using the slope of the mean curves 
on Fig. 3 for dQ/dz, Uc and b from Table 1 for individual points, the 
entrainment coefficients in this study were found to vary from 0.06 
for momentum jets to 0.14 for very low Froude numbers. The ex­
pression 

a = 0.057 + 0.083 F0-°-3 (5) 

was found to fit the general trend in data for the single port discharges 
without ambient current. 

An alternate expression, derived by Fox [20] using a combination 
of the mechanical energy, momentum and continuity equations is E 
= («i + a2/FL2)Ucb where F/. is the local Froude number given by 
FL = Uc/[Apcgo/p]1/2. The value of the first coefficient is the mo-

10 20 30 4 0 

VERTICAL DISTANCE - Z / 0 

rnentum jet value of 0.057. Hirst [1] suggested a value of 0.97 for the 
second. This expression does not agree with the data from this study. 
For example it was 40 percent low for F 0 = 36 and Z/D = 30 and 30 
percent low for F = 6 and Z/D = 10. 

Fig. 4 is a plot of plume half width, 60.5> versus distance for the single 
port discharges investigated. These widths were based on the location 
where U/Uc = 0.5 at each cross section. Because of the scatter in these 
data, it was difficult to make any profound conclusions regarding 
plume growth except possibly that low Froude numbers of the order 
of 1.5 produce slightly larger plumes than momentum jets and that 
the general trend in plume growth agrees with Albertson's [14] data 
for a momentum jet. Fig. 5 is a plot of the plume centerline velocities 
versus distance for Froude numbers ranging from 1.5 to infinity. Lines 
indicating approximate trends have been drawn through the data. It 
is seen that at very low Froude numbers the buoyant forces maintain 
high centerline velocities relative to discharge which cause higher 
dilution rates when compared to the higher Froude number dis­
charges. 

Multiple Plume Performance. Fig. 6 is a plot of dilution versus 
distance for several multiport discharges at a nominal Froude number 
Fo = 6. The single port discharge values for this Froude number are 
also included for reference. Although the data are scattered, the effect 
of aspect ratio A (number of ports) is evident. The greater the number 
of ports, the lower the rate of dilution. This is explained by the in­
terference of the merging plumes on the entrainment mechanism. Not 
only is the surface area available to entrain ambient fluid decreased 
upon merging, but neighboring plumes also compete for the same 
ambient fluid thus'decreasing the entrainment of each. Also included 
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in this figure are data points taken from Kotsovinos [10] for an infinite 
slot (A = oo) at Froude numbers of 8.4 and 5.5. Within the experi­
mental limits of this study the dilution was found to approximately 
fit the expression, 

Q/Qo = 1.0 + 0.46 (Z/D)ll(A)- (6) 

One of the more interesting characteristics of the multiple port 
discharges was the change in plume shape along its trajectory. Near 
discharge the jets from each port maintained their individual char­
acter but soon merged into a single elongated plume with the major 
axes in line with the line of discharge ports. As the plume grew, 
spreading perpendicular to this line was greater than along the line. 
Thus, this elongated character soon disappeared and the plume be­
came essentially round. Pig. 7 shows four different cross-sectional 
shapes for A = 5. These are full widths as observed by dye studies. 
Half widths in the X and Y directions are given in Table 1. This same 
phenomenon was observed by Sforza, et al. [9] for rectangular slot jets 
of air. They divided the flow into three regions as follows: 1) The po­
tential core or development zone where ambient mixing had not 
penetrated into the center of the jet. 2) The characteristic decay region 
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Fig. 6 Plot of dilution versus distance lor multiple port discharge 

where major and minor axes of the plume depended on discharge 
conditions but spreading in the minor axis direction was faster than 
in the major axis direction. Velocity profiles in the plane of the minor 
axis are similar; in the planes of the major axis they are nonsimilar. 
3) Axisymmetric decay region where the plume behaves as one axi-
symmetric plume. These same regions were observed in this study. 

Since the widths of the multple port plumes within the character­
istic decay region are different in the X and Y directions, it is not 
correct to express the entrainment in terms of either one alone. In 
addition, since the profiles in the plane of the major axis are not 
similar, it is probably not correct to express the entrainment in the 
classic manner at all. As a result this was not done. 

The decay in maximum salt concentration Sc/S0 along the plume 
centerline is of interest since this represents the decay of excess 
temperature in a thermal plume. Fig. 8 is a plot of centerline con­
centration ratio versus distance for the multiple port discharges. Again 
the effect of aspect ratio is evident with a more rapid decrease in 
concentration as the number of ports is decreased. 

C o n c l u s i o n s 

The measurement of dilution from single and multiple port buoyant 
jets with no ambient current has been made along with the decay in 
centerline salt concentration by simultaneously measuring velocities 
and salinity within the plumes. The effect of Froude number on 
dilution was considerable with greater dilution at lower Froude 
numbers. The approximate expression showing this effect was given 
in terms of the entrainment coefficient, 

a = 0.057 + 0.083 F " 0 3 

For multiple port discharge the effect of aspect ratio (number of 
discharge ports) was to decrease dilution with increasing aspect ratio. 
The approximate expression showing this effect was found to be 

Q/Qo = 1.0 + 0.mZ/D)l-HA)-o-s* 

It was found that the shape of multiple port plumes changed from an 
elongated configuration to nearly axisymmetric within the first 20-30 
diameters of discharge. 

The experimental scatter in the results and the inability to accu­
rately measure the low velocities in the "tail" of the velocity profiles 
using a hot film anemometer precludes the drawing of firm conclu-
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Fig. 8 Cenierllns salinity ratio versus distance for multiple port discharge 
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sions a t p r e sen t . I t is r e c o m m e n d e d t h a t t h e resul ts of th i s s t u d y be 

checked with a different anemomete r such as a Laser Doppler system 

with a " B r a g g " cell so t h e lower velocities will be more accura te . I t is 

also r e c o m m e n d e d t h a t t h e work be ex t ended to include a m b i e n t 

velocity effects and discharge line or ienta t ion relative to the ambien t 

cur ren t . 
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Confection in a Porous Medium 
Heated from Below: 
The Effect of Temperature 
Dependent Viscosity 
and Thermal Expansion Coefficient 
The natural convection of water through permeable formations is an important phenome­
non governing the behavior of geothermal aquifers. In such situations the temperature 
of the fluid can vary by amounts of the order of 250 K, over which range the viscosity of 
the water may decrease by as much as a factor of 10, and the coefficient of thermal expan­
sion may increase by an even greater factor. Although previous studies have examined 
the effect of this behavior on the onset conditions at which natural convective flow in the 
medium first occurs, the actual flow patterns that will result from the convection of a fluid 
with such widely varying properties has not been reported. To this end, numerical meth­
ods of solution are applied to this problem and a visualization of the flows obtained. By 
solving in terms of both pressure and stream function instead of stream function alone, 
it was possible to maintain semiconservative properties of the numerical scheme. The con­
vective motion is unstable (in two dimensions) at even moderate values of the Rayleigh 
number and exhibits a fluctuating convective state analogous to the case of a fluid with 
constant viscosity and coefficient of thermal expansion. In some cases the acceleration 
of the flow in certain areas due to the decrease in viscosity causes localized thermal insta­
bilities. 

I n t r o d u c t i o n 

The convective flow of fluid through porous media heated from 
below is of considerable interest in the study of the behavior of geo­
thermal systems and has been investigated extensively in the past, 
from early studies by Horton and Rogers [1] and Lapwood [2] into the 
onset of natural convection, through numerical studies by Wooding 
[3], Donaldson [4], Elder [5, 6], Home and O'Suliivan [7-9], and 
Caltagirone [10, 11], and analytical studies by Palm, Weber, and 
Kvernvold [12], Busse and Joseph [13], and Straus [14]. There have 
also been experimental studies by Combarnous and LeFur [15] and 
Caltagirone, Cloupeau and Combarnous [16]. However, with the ex­
ception of the experimental investigation which worked with real 
fluids, all of the studies listed above assumed that fluid properties 
such as thermal expansivity a, viscosity c, and specific heat Cp remain 
constant. In addition, each of them also invoked the Boussinesq ap­
proximation that the fluid density p is constant except insofar as it 
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MECHANICAL ENGINEERS and presented at the AIChE-ASME Heat Transfer 
Conference, Salt Lake City, Utah, August 15-17, 1977. Manuscript received 
by the Heat Transfer Division March 22,1978. Paper No. 77-HT-56 

affects the buoyancy forces. This approximation causes a misrep­
resentation of the transient terms in the continuity equation—Home 
[17]. 

Other investigations have avoided making the approximation of 
constant fluid properties. Rogers and Morrison [18] considered a 
viscosity exponentially dependent on temperature and its effect on 
the conditions for the onset of convection of infinitesimal order, and 
Kassoy and Zebib [19] performed a similar study using an empirical 
viscosity dependence for water. Wooding [3] and Home [17] in nu­
merical investigations of finite amplitude convection of a Boussinesq 
fluid used both temperature dependent viscosity and thermal ex­
pansivity. The latter study considered a cubic variation of viscosity 
that matched the behavior of water to within 5 percent in the range 
of temperatures 15-250°C. 

Sorey [20] and Straus and Schubert [21] have also considered the 
convection of water as a non-Boussinesq fluid with viscosity and 
thermal expansivity dependence. Sorey [20] studied finite amplitude 
convection assuming variation with temperature only, whereas Straus 
and Schubert [21] considered the onset of convection of infinitesimal 
amplitude assuming dependence on pressure as well (although they 
showed that the pressure dependence of the onset conditions did not 
become significant until the temperature difference across the me-
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dium exceeded 250 K, provided the overall mean temperature gra­
dient was not less than 50 K/km). 

In a physical example of a geophysical convective system, such as 
the geothermal reservoir, the convecting fluid is frequently water (it 
may also be brine, steam, or a two-phase mixture), and the tempera­
tures at depth may reach 250°C (and in a few cases even higher). The 
kinematic viscosity v of water over such a temperature range decreases 
by a factor of approximately 10, and the thermal expansivity a in­
creases by an even larger factor. Clearly the temperature dependence 
of v and a are significant effects in geothermal applications. The onset 
of convection is dependent on the value of the Rayleigh number (see 
section 2) which is a parameter linearly dependent on a, and inversely 
dependent on v. Thus if v decreases with temperature and a increases, 
then the actual Rayleigh number in the system will be higher than the 
apparent Rayleigh number defined in terms of "cold water" quan­
tities. Thus, not unexpectedly, Kassoy and Zebib [19] and Straus and 
Schubert [21] both noted a considerable decrease in the critical 
Rayleigh number (defined in terms of cold water properties) at which 
convection begins to occur, as compared to the value 4?r2 calculated 
by Lapwood [2] who assumed constant properties. However, Rayleigh 
numbers in geothermal reservoirs are frequently very much higher 
than this. For example, the Wairakei geothermal reservoir is estimated 
to have a (cold water) Rayleigh number of at least 1500 (Home and 
O'Sullivan [22]) which with a temperature differential of 250 K and 
a variable viscosity would correspond to a value of about 150. Thus 
the current investigation considers the influence of temperature de­
pendent properties on finite amplitude convection in geothermal 
applications. Bearing in mind the results of Straus and Schubert [21], 
the less significant pressure dependence is not considered, and apart 
from the temperature dependence of thermal expansivity, the fluid 
is considered to be Boussinesq. 

G o v e r n i n g E q u a t i o n s 

The governing equations for convective flow through porous media 
for the nondimensional velocity (/;, pressure P and temperature 0, 
are 

dUi 

BXi 
= 0 

and 

dp 

dXi" 

38 

3T 

•\" 

+ W, 

v varies as 

V = 

+ a82) 

38 

dXi~ 

0 ( 8 ) ' 

Ui 

0(0) 

V20, 

and 

0(0) = 1 + ft0 + 0202 + 0393, 

and the density p varies as 

(1) 

(2) 

(3) 

(4) 

(5) 

and 

p = po [1 - cv*(0AT) - a'(8 • AT)2], 

•AT. 

Here R the Rayleigh number is defined as 

gakATa* 
R — . 

(6) 

(7) 

(8) 

These equations may be simplified in two dimensions by formu­
lation in terms of a stream function such that 

\3Y 

V= -
R 3 ^ 

\3X' 

(9) 

(10) 

where U = Uly V = U2, X = Xlt Y = X2, after which 

38 /dti 38 d\p 38 \ 8'(8) 

3X \3X3X 3Y3Y 0(0) 

and 

38 0 „ /d\p 38 3^ d0\ 
— = V 2 0 - R ( - ^ - - — ) . 
3T \3Y3X 3X3Y/ 

(12) 

In this form the two equations (11) and (12) are a suitable pair of 
governing equations for the flow; however, difficulties arise in the 
numerical representation of the nonlinear terms in Equation (11), 

3X3X 
(13) 

In order to satisfactorily represent physical instabilities in this flow 
it is desirable (see [7]) to use a numerical method which semiconserves 
the kinetic energy of the flow—such a method is the Arakawa scheme 
[23]. This scheme may be used directly when the nonlinear terms are 
in the form of a Jacobian, as they are in equation (12). However, it has 
proved impossible to derive a similarly conservative scheme for 
nonlinear terms like (13) which are not in the form of a Jacobian. 
Therefore equation (11) is reformulated, substituting pressure for the 
stream function in the nonlinear terms and scaling the pressure to 
simplify the equation, after which 

rift 

V2V{, = [( i + 2«0)0(0) + 0(1 + «0)0'(0)] • 
3X 

where <5(P, 0) is the Jacobian 

3P 38 3P 38 
&(P,6) = . 

3X3Y 3Y3X 

The scaled pressure may be evaluated from equations (2) and (3), 
so 

•&(P, 0)0(0), (14) 

(15) 

38 B'(6) 
V2P = (1 + 2«0) — + Sty, 8) -^-^. 

3Y *' [0(0)]2 
(16) 

- N o m e n c l a t u r e -

a = depth of porous layer 
Cp = specific heat of saturating fluid 
g = acceleration due to gravity 
k = permeability of permeable material 
Nu = Nusselt number 
P = pressure (nondimensional) 
R = Rayleigh number (see equation 8) 
T\, T 0 = maximum and minimum tempera­

tures 
Vi = fluid velocities (nondimensional) 
Xi = space coordinates (nondimensional) 

a* = linear coefficient of thermal expansion 
of fluid 

a' = quadratic coefficient of thermal expan­
sion of fluid 

a = thermal expansion parameter (see 
equation 7) 

0(0) = temperature dependence of viscosity 
(see equation 4) 

0i, 02, 03 = coefficients of 0(0) (see equation 
5) 

AT = temperature differential (Ti — T0) 

X = ratio of volumetric heat capacities, fluid 
to saturated formation 

K = thermal diffusivity of saturated medi­
um 

0 = temperature (nondimensional) 
\p = stream function 
v, PO = kinematic viscosity of fluid (and base 

value) 
P, po = fluid density (and base value) 
T = time (nondimensional) 
TP = fluctuation time period 

Journal of Heat Transfer AUGUST 1978, VOL. 100 / 449 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm

file:///3X3X
file:///3Y3X


The heat transport equation (12) completes the set of governing 
equations, and using Jacobian notation, 

ao 
- = \,20 + R8(1/;, 0). 
aT 

(17) 

Thus, everywhere that a product of first derivatives appears in the 
equations the expression may be evaluated using Arakawa's scheme, 
since these products are all in Jacobian form. 

Physical Parameters 
From empirical tables given by Engineering Sciences Data [24], a 

least squares fit is obtained to determine the coefficients of the vari­
ation of the viscosity and density of water with temperature. Using 
the method of orthogonal polynomials, the number of coefficients may 
be increased until the desired accuracy is obtained. Over a range of 
temperatures 15-250°C a cubic variation in v and a quadratic varia­
tion in p gives accuracy of within 5 per cent. These values are 

C/ = 0.9229 (I1T) 

{31 = 2.606 (11 T) 

{32 = 1.335 (11 T) 2 

(33 = -0.4762 (I1T)3, 

where AT is in units of 100 K. 
This variation is illustrated in Fig. 1. 

(18) 

It is seen that in this case the only parameters governing the 
problem are the Rayleigh number R and the temperature differential 
I1T. A value of I1T of 150 K is chosen as a conservative minimum value 
for geothermal reservoirs of physical interest, and a range of Rayleigh 
numbers from 50 to 160 is considered. It should be noted that the 
variation of viscosity between 150 K and 250 K is very much less sig­
nificant than the variation at lower temperatures. 

The boundary configurations used are the same as those described 
in Horne and O'Sullivan [7, 8], namely, a two-dimensional region with 
a line of vertical symmetry, enclosed on both sides by impermeable, 
insulating sidewalls, and heated along half of the base. This config­
uration is chosen because, in the constant viscosity case, it demon-
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Fig. 1 Normalized cubic approximation to the variation 01 kinematic viscosity 
with temperature r In pure water 

strates a regular oscillatory convective behavior (see [7]) whereas a 
uniformly heated configuration shows an irregularly fluctuating 
convective state (see [16]). The half heated case therefore has less 
degrees of freedom and is thus better able to illustrate the effects of 
variable viscosity. 

The top boundary of the region may be either impermeable as in 
Horne and O'Sullivan [7] or infinitely permeable (i.e., at constant 
pressure) as in Horne and O'Sullivan [8, 9]. These two cases represent 
the extremes of geothermal systems that are either totally capped or 
totally recharged. 

The solutions are generated on a 33 X 33 finite difference mesh and 
require about % s/time step on an IBM 370/168 computer when direct 
Poisson equation solving routines (Busbee, Golub, and Nielson [24]) 
are used for the solution of equations (14) and (16). Convective pat.­
terns at least as vigorous as those in the constant viscosity solutions 
occur at considerably lower Rayleigh numbers (based on the cold 
water conditions). Choice of the grid size was made as in Horne and 
O'Sullivan [7], with fourth-order accurate spatial differences used 
throughout. In [7] a similar numerical scheme showed excellent 
agreement with both analytical and experimental results. 

Results 
The results for the series of solutions are collated in Table 1 for the 

closed and open boundary configurations. In all but one case the flow 
regimes are fluctuating convective, and the Nusselt numbers vary 
between NUrnin and Nurnax. Tp is a time period characteristic of the 
fluctuation-in the case of the regular oscillatory flows this is strictly 
the time period of the oscillation, and in the case of fluctuating flows 
it is the minimum time between sllccessive local temperature maxima 
at a reference point in the rising plane of the flow. (See Table 1 on 
following page.) 

These flows demonstrate some interesting differences from and 
similarities to the constant viscosity solutions. Fig. 2 (impermeable 
top boundary) and Fig. 3 (permeable top boundary) may be compared 
to Figs. 1 and 2 in Horne and O'Sullivan [9]. 

The closed region flows at lower Rayleigh numbers (as in Fig. 2, for 
example) are distinctive in that the viscosity effects are emphasized. 
The rising plume follows a less viscous "channel" bringing hot fluid 
so close to the surface that the thermal boundary layer at the top of 
the plume becomes unstable, and a smaller reverse circulation is set 
up. However, apart from this additional instability the flows are not 
dissimilar to the regular oscillatory flows observed in the constant 
viscosity case, although it should be noted that the Nusselt number 
variation is not as large at higher values of the Rayleigh number . 

At the highest Rayleigh number value 160 in the open boundary 
case, the flow exhibits an almost triperiodic behavior, generating three 
evenly spaced thermals at irregular intervals. The time interval re­
ported in Table 1 is the interval between these disturbances, but the 
sets of three occur at intervals up to six times this value. At lower 
values of the Rayleigh number the open boundary case also is similar 
to its constant viscosity counterpart, except that velocities in the 
plume are much higher. Fig. 4 shows a comparison of the streamlines 
at comparable effective Rayleigh numbers. The fluid accelerates 
rapidly as it loses viscosity in crossing the heater. 

Having used the numerical procedure to generate solutions of 
practical interest, it is also possible to produce more commonly ob­
served flows such as those in the uniformly heated configuration 
normally used in experiments. At a Rayleigh number of 50 the flow 
closely resembles the fluctuating convective state reported by Cal-

Table 1 

Top Boundary R NUmin 

Impermeable 50 3.60 
80 559 

160 8.13 

Permeable 50 13.29 
80 2.80 

160 2.75 
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Numax 1/;max 

5.10 0.259 
5.71 0.281 
8.23 0.312 

3.29 0.342 
3.55 0.265 
3.80 0.295 

Tp 

0.0248 
0.0024 
0.0013 

0.0031 
~0.00025 

Flow Regime 

Regular Oscillatory 
Regular Oscillatory 
Regular Oscillatory 

Steady 
Approximately Regular Oscillatory 
Irregular Fluctuations 
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tagirone, et al. [16] (see Fig. 5) with the exception of the small reverse 
circulation in one of the rising plumes due to the decreasing viscosity 
effects (the temperature differential 150 K used here is higher than 
that in experiments at atmospheric pressure). This reverse cell does 
not appear with smaller temperature differentials. In this case the flow 
is fluctuating with a characteristic period of order 0.0045, with a 
Nusselt number varying approximately within the range 6-10. 

D i s c u s s i o n 

Interactions between thermal disturbances in the flow are less 
prominent if the effects of increasing a and decreasing v are included. 
The fluid becomes buoyant faster as it reaches high temperature and 
since it also loses viscosity the net effect is a rapid acceleration of the 
flow passing over and leaving the heater. The evolution of the thermal 
boundary layer over the heater is then an accumulation both of 
thermal energy and of low viscosity fluid, and the flight of a thermal 
disturbance depletes the layer in a less regular manner than would 
be the case in constant viscosity fluid. Also the velocities of the flows 
across the heater and the effective local Rayleigh numbers are both 
higher, so even though disturbances are generated more rapidly, they 
are also easily swept away. So, the magnitude of their anomalous 
temperature is less than that in the constant viscosity/constant ex­
pansivity case. The Nusselt number variation is correspondingly 
lower. 

Thus it is seen that the effect of inclusion of real fluid behavior in 
considerations of natural convective motion in porous media is to 
weaken the mechanism of the production of fluctuating flows and to 
introduce a degree of randomness into their occurrence. It is also in­
teresting to note that the flow patterns may appear as if they are 
following physical channels in the region even though the medium 
is in fact homogeneous and isotropic and the channels are merely 
produced by the physical characteristics of the flow. The implications 
of these results in studies of goethermal convection are twofold. First, 
regions of high thermal gradient may be distinctly delineated and, 
secondly, oscillatory fluid flow instabilities may not be as prominent 
as might be expected using only a constant viscosity analysis. 
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Bubble Growth in Variable Pressure 
Fi l l * ! 

ieids1 

The case of a spherical vapor bubble growing in an infinite, uniformly heated liquid, has 
been analyzed under the thin boundary layer approximation for the effects of a variable 
pressure field, including density variation. It has been shown that, in addition to the usu­
ally accepted effects of initial superheat, variable pressure effects can be quite important 
and dominate the rate of growth. For the case where pressure changes cause the vapor 
temperature to behave as tn, (t being time), the bubble radius will grow as tn+1/2, signifi­
cantly faster than the Vj behavior usually expected. The analysis has been shown to com­
pare favorably with existing data. 

I n t r o d u c t i o n 

In problems involving boiling heat transfer, especially in calcula­
tions of nonequilibrium vapor generation, the growth rate of bubbles 
has been shown to be of fundamental importance. Numerous studies 
have been undertaken beginning with the hydrodynamic formulations 
of Besant [1] and Rayleigh [2] and continuing with the thermal in­
teractions considered by Bosnjakovic, [3] Fritz and Bnde, [4] Forster 
and Zuber, [5] Plesset and Zwick, [6] Scriven, [7] and more recently 
by Theofanous, et al. [8] among others. With the exception of the work 
of Theofanous, et al. [8] which involved a numerical solution to the 
nonequilibrium phase change problem, most modern results, which 
apply to the constant pressure case, agree that during the thermally 
dominated growth period after the first few or tens of microseconds, 
bubble growth in a uniformly superheated liquid with constant 
properties may be expressed as 

R 
V-jr 

(1) 

The Jakob number, Jar , is based on the initial superheat, and the 
vapor density is assumed constant. The factor Ks is a sphericity cor­
rection factor determined by Forster and Zuber [5] to be T/2, and by 
Plesset and Zwick [6] to be V3 . It is interesting to note that, while 
it is well known that (1) applies only to the case of a constant pressure 
field, it has been applied in recent work to the case of varable pressure 
fields, [9,10] even though the results of Hooper, et al. [17] indicate 
that variable pressure effects result in significant deviations between 
(1) and experimental results. 

With the increasing importance of flashing-induced vapor pro­
duction such as found in critical, two-phase flows during a hypo­
thetical Loss-of-Coolant Accident (LOCA) transient in a Pressurized 
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Water Reactor (PRW), the description of the thermal nonequilibrium 
vapor production process due to decompression assumes a funda­
mental place in a phenomenological description of the process. This 
problem was treated numerically by Theofanous, et al. [8], including 
the effects of thermodynamic nonequilibrium at the interface. For 
nitrogen systems, where thermodynamic nonequilibrium effects were 
small, the agreement between the theory and the data was good. 

Hooper, et al. [17] devised an explicit, semi-empirical method based 
on the results of Plesset and Zwick [6] where the dimensionless bubble 
size was analytically bounded by 

1 <• 
R(t)-R0 

''iraiPu &ift s. "•[Tt-T.(&] 

•a 

- < 3 (2) 

Vr 
d( 

Here R and RQ are the current and initial bubble sizes, ke and ae are 
the liquid conductivity and diffusivity, pu is the vapor density, and 
Aifg is the latent heat, r t is the time measured with respect to the time 
when the pressure has decreased to the saturation value according 
to the initial liquid temperature Te, and Ts is the time varying satu­
ration temperature. If we call the denominator in (2) * , then Hooper, 
et al. plotted the values of R(t) — RQ obtained from photographic 
measurements against values of * where TS(T) was determined from 
pressure measurements. The relevant data were indeed bounded as 
in (2), and an apparent relationship R(T) —RQ = N^t was found, where 
N - 2.2 was obtained as an average from the data. The authors did 
not account for the variable vapor density with pressure, nor is there 
any a priori reason to expect N to remain universally constant. 

Niino [11] recently analyzed the problem by assuming a parabolic 
temperature profile across the thermal boundary layer in the liquid 
which was given by [T(r, t) - T8(t)} = [Te - Ts(t)][2(r - R)/S - (r 
— R)2/82]. The boundary layer thickness 5 was the thickness required 
to obtain a vanishing temperature gradient and the uniform tem­
perature Te. His saturation temperature Ts{t) = Ts[p{t)] varied with 
the pressure p . He correctly accounted for vapor density variations 
in his differential equation, but the approximate solution obtained 
contained some errors in accounting for the effects of variable vapor 
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density, the property most affected by the decompression process. 
For small Ro with pvolpv ~ 1, his result becomes 

dpvR
a 4>(t) 

R(t)=-
2ke 

. Jo 
[Te - T.CnW 

dt] (3) 

Since a parabolic profile can only account for monotonically de­
creasing pressure and not the case where recompression causes vapor 
temperature turn-around, the result cannot be of general utility. 

In the work which follows, a reasonably exact formulation, without 
any free parameters, for the thermally-dominated, thin boundary 
layer, decompressive growth problem shall be formulated for the case 
where variations in vapor density cannot be neglected. It will be shown 
that the V t growth behavior is a special case of a more general 
problem and cannot adequately predict decompressive growth. In 
general, it will be shown that if the saturation temperature changes 
as t", then bubble growth occurs as t"+1/2. In particular, for a linear 
saturation temperature decay it is shown that the dominant growth 
is R ~ ti/2 rather than the square root behavior commonly accept­
ed. 

Formulation 
General Bubble Growth. In the present problem, inertial effects 

shall be neglected. For the constant superheat case Forster and Zuber 
[18] have shown that this assumption results in errors of order 
0(AT/T). While a detailed evaluation of this approximation is well 
beyond the scope of this paper, it seems reasonable to expect similar 
errors where AT is taken as the instantaneous, variable-pressure-
induced superheat and thus to be of similar order as other factors 
neglected in this work as described below. The accommodation 
coefficient for evaporation shall be taken to be unity. That is, the 
liquid temperature at the liquid-vapor interface shall be taken to be 
the vapor temperature which is assumed to be the saturation tem­
perature according to the system pressure, neglecting surface tension 
effects. The energy and continuity equations then combine to yield 

dnib _ 4TTR24 

dt hifg 

mi, being the mass of the bubble, R its radius, <j> the interfacial heat 
flux, and Aifs the latent heat. Substituting for the bubble mass in 
terms of the vapor density and its radius, and then expanding 
yields 

(4) 

(5) 3p„fl2 dt Aifgp„(t) 

The point of view is taken that the pressure and thus the density of 
saturated vapor may be specified in time. Equation (5) may be solved 
using standard techniques yielding 

R(t) 
/PuO\ 1/3 f 

flo + 
Puo&ift Jo \ p„ / 

2/3 
(Kv)dri\ (6) 

Note that the constant #o is the radius of the bubble at its initial ap­
pearance before heat exchange has begun; i.e., at the start of the 
growth process where no boundary layer has developed and the liquid 
temperature is constant throughout. It is not an artificial radius but 
the "critical radius" of a metastable bubble having been instanta­
neously nucleated to a size just large enough to begin to grow spon­
taneously. 

In order to proceed further, an expression must be obtained for the 
interfacial heat flux to the vapor, 4>(t), This will be accomplished in 
the next section. 

Interfacial Heat Flux. We wish to determine the instantaneous 
value for the heat flux through the liquid which goes to evaporation 
at the interface. It has been commonplace to treat the liquid as a 
semi-infinite medium undergoing transient conduction of heat to or 
from the interface. If the present problem is considered, the overall 
behavior being sought is a description of the growth of a nucleation 
site from its critical or initial radius due to decompression. We thus 
visualize the following steps in the process: 

(1) 
(2) 

(3) 

(4) 

Pressure begins to decrease in an initially subcooled liquid. 
The pressure decreases below the saturation pressure ac­
cording to the liquid temperature, thus superheating the 
liquid. 
As the pressure continues to decrease, a vapor nucleus is 
formed with the vapor temperature, (and hence the initial 
interfacial liquid temperature), at saturation temperature 
according to the internal bubble pressure, p(to) + 2ff/flo-
Since at this point the liquid is superheated the effect is to 
produce a step change to the temperature of the liquid at the 
interface giving it initial superheat ATS. 
The pressure continues to change causing the vapor temper­
ature, (and thus the interfacial liquid temperature), to con­
tinue to change, resulting in continued variation in boundary 

•Nomenclature. 

A = Jakob number ratio J a r / ( J a r + Ja p ) 
b = slope of linear temperature-time decay 

curve 
C( = specific heat of the liquid 
D(u) = Dawson's integral 
F(t) = generalized time behavior of the vapor 

temperature 
Fo = initial difference between the vapor and 

uniform liquid temperature 
Ai/g = latent heat of vaporization 
Jay = Jakob number based on initial super­

heat: peCeAT/pu0Aifg 
Ja p = Jakob number for pressure effects: 

peCebRo2/pu0Aifgae for linear temperature 
decay; ptCeATo^hvoAifg for exponential 
pressure decay. 

ke - thermal conductivity of the liquid 
Ks = sphericity correction: TT/2 for Forster-

Zuber [5]; V I for Plesset-Zwick [6] 
L = TQAPQO,/ puoAi/g 

nib - mass of vapor in the bubble 
M = error ratio - equation (13) 
n = exponent for temperature-time decay 
p = pressure 
Po = pressure at start of bubble growth 
Pr = reduced pressure (based on critical 

pressure) 
P. , = final pressure following exponential 

decay 
AP0„ = (Po- -P») 
R = bubble radius — function of time 
Ro = initial bubble radius 
n = gas constant — p/pT 
t = time 
t+ = tit - dimensionless time 
t* = at/Ro2 — dimensionless time 
T = temperature 
Te - initial uniform liquid temperature 
T0 = vapor temperature at start of bubble 

growth 
Ts = saturation temperature 
T„ = vapor temperature at end of exponen­

tial decay 
ATS = initial superheat (—Po) 
AT0„ = (To - T„) 
x = distance into liquid from interface 
ae = thermal diffusivity of the liquid 
(j> = heat flux; 4>e — into the liquid; <f>u — into 

the vapor 
fl = pressure decay frequency (inverse time 

constant) 
p = density 
P£ = liquid density 
p„ = vapor density 
puo = initial vapor density 
0 = transformed bubble radius — pu

 X^R 
T = generalized time 
T6 = time at start of bubble growth 
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temperature for thermal conduction to the bubble, and re­
sulting in variation of the growth rate of the bubble from that 
caused by the initial superheat. 

Since it is well known [5, 6] that the sphericity effects are well ac­
counted for by a constant multiplier, Ks, a Cartesian reference frame 
will be utilized in Lagrangian coordinates for an observer positioned 
on the interface. To the first order approximation, the moving 
boundary effects are thus neglected. We therefore choose the semi-
infinite solid bounded on the left by x = 0 as representing the liquid 
surrounding the bubble and wish a solution to the transient conduc­
tion problem with the following conditions: 

a t x= 0,T(0,t) = Te + F(t); 

as x —• <°, T(x, t) is finite: 

att = 0,T(x,0) = Te 

Thus TV is the initial liquid temperature, the initial superheat is ATS 

= F(0) = —Fo, and the time behavior of the interface is represented 
byF( t ) . 

The solution has been given by Carslaw and Jaeger [12] among 
others resulting in 

<t>e(t) • 
keFa 

"virae Jo 

F'(n) 

(t - n)
m 

dr) (7) 

where F'(t) = dT{0, t)/dt is the time rate of change of saturation 
temperature according to the vapor pressure, within our previous 
assumptions. 

Bubble Growth Solution. Having specified the heat flux at the 
liquid surface in (7) as the solution to the transient conduction 
problem, the spherical correction, Rs, may be included with (7) into 
(6) while realizing that the heat flux to the vapor is the opposite of that 
into the liquid, <j>u(t) = -<l>e(t). The result becomes 

fl(O-p) 

Ksk 

•Kae Jo ^ Pu ' Jo 
F'W :d£dv\ (8) 

PuO&i/gVwae Jo \p„/ Jo (?j--£)1/2 

Equation (8) is quite general insofar as the previously specified 
assumptions can be maintained as reasonable. It properly describes 
the thermally limited growth of a spherical vapor cavity due to 
changes in vapor temperature caused by decompression and initial 
superheat, as well as short periods of compression-induced collapse 
where the thermal boundary layer is still relatively thin. 

For constant vapor density, the first integral within the brackets 
of (8) would immediately yield the recognized growth given by 
equation (1). On the other hand, the second integral yields an addi­
tional effect not previously recognized—an effect which may be 
predominant in the behavior during decompression. In fact, since 
bubbles could conceivably be formed at zero superheat, ATS = 0, 
equation (1) would predict zero growth due to the variable pressure 
effects. 

At this point several cases may be discussed according to the various 
simplifications or special circumstances which may arise. The balance 
of this paper shall be devoted to examining the application of (8) to 
various special cases, comparisons with existing data, and discussing 
the implications of the results. But first, an approximation allowing 
the density ratio within the integral terms to be expressed in terms 
of temperature will be developed. 

Vapor Density Approximation. In this case, the ideal gas law 
may be combined with the Clausius-Clapeyron equation to express 
the density in terms of the temperature along the saturation line at 
low reduced pressures. The result is 

\pj \T/ \3JiT0\T 

Now if we take TQ/T = 1 + e and expand (1 + e)~2/3 in a binomial ex­
pansion, it may then be combined with the standard exponential 
expansion to yield for (9), 

(9) 

/Pu0_\ 
* Ml ' 

2/3 

3 \3iT0 •)( T 

+ 0 
To 

l\T 
as T - * T 0 (10) 

Using (10) with (8) yields an approximation for small vapor temper­
ature variations given by 

R(t) 
\pv' 

Ro+-
Ksk£ATs 

Pvo&ifg 

[< x | 2 ^ + 2 / A k . 
3 \nr0 

*(% 

r< r* F'(t 
Jo Jo 

J Jo 
Ksk( 

pu<jt\ifgV-irae 

(v-e
m 3 W o 

Jo \T / Jo ( „ - ; 
d^dr] (11) 

(v - 0 m 

In order to determine the importance of the density correction terms, 
we are interested in examining the ratio 

3\JiT0 ' ) 
f <t>bi)dv 

Jo 

(12) 

By using the mean value theorem, expanding T to first order, and 
taking an average first derivative, the expected error over time t may 
be expressed as 

, w , 1 / At/. \ A T „ / A T 2 \ 
\ME\ ~ - ( — ^ - 1 ) — + 0 ( ) 

3\JiT0 / T0 \3T0
2/ 

as AT/To = [ T o - T(t)}/T0~*0 (13) 

Typical values of this expected correction term are shown in Table 
1 where the temperature change was taken to be 5.5°C. Of course the 
actual importance of the correction can only be determined if the 
actual expressions in (12) are evaluated. Since the temperatures to 
be evaluated are on the absolute scale, a constant temperature change 
will have a larger effect on cryogens at low pressure than on water or 
most fluoro-carbons. This fact is demonstrated in the table. For most 
practical purposes, the case of small temperature change may thus 
be approximated by 

R(t) = — I \R0 + —— Ja T V aet 
\pvl I VTT 

—,^r= f fr-L^) (i4) 
pu0AifgVTrae Jo Jo (7; - f)1 '2 J 

where the Jakob number for initial superheat, Jar , is given by 

peC(ATs 
Jay : (15) 

pvoAifg 

If the time rate of change of system pressure is small so that F' At « 
ATS, equation (14) becomes 

fl(t)~(—)13(flo + J a : r V ^ f y as F ' A i ^ O (16) 

which we call the modified Forster-Zuber relationship in view of the 

T a b l e 1 E x p e c t e d c o n t r i b u t i o n of t h e i n t e g r a l e f f ec t 
of v a r i a b l e d e n s i t y o n b u b b l e g r o w t h fo r t h e c a s e of a 

5.5° C d e c r e a s e i n t e m p e r a t u r e 

Pressure 
Bar 

1 
10 
34 

100 

ME - Water 
% 

0.6 
4 
3 
2 

ME ~ N i t rogen 
% 
11 

5 
1.5 
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density correction term, where the spherical corrector was taken as 
K8 = TT/2. 

R e s u l t s and D i s c u s s i o n 
It would be desirable to obtain exact, nonintegral expressions for 

R(t) directly from (8) or at least from (11). This is quite difficult to 
do, and the mathematics involved would unnecessarily obfuscate the 
results. The goal here is to confirm the theory by comparison with 
existing data as simply as possible. As a result, we shall concentrate 
on equation (14) where the integral effects of the vapor density cor­
rection are neglected with expected errors similar to those shown in 
Table 1. 

Case 1: Generalized Polonomial Decay. In this case the tem­
perature of the vapor shall be taken to be 

T=T0- Z bntn (17) 

If all bn > 0 this curve is generally concave downward in time, similar 
to the Lagrangian behavior observed with flashing in a uniform pipe 
(cf. Reocreux [21]). Since from (17) we find Fn'(t) = -nbt"-1, (14) 
becomes immediately integrable for n > —V2 assuming uniform con­
vergence so that 

fl(0=(^)1/3flojl+^[ja^*^ 

+ E ^ ^ 1 J W , 
(2ra + 1) 

n+1/2 

where 

x„ <*et peCe&Ts 
t* = —-; Jay = -; Ja p 

bnpeCeR0
z 

(18) 

(19) 

Note that there is no ready reference for the pressure-change-induced 
superheat, so that the transient Jakob number terms have reference 
temperatures chosen equivalent to ATr„ = bnRo2n/ae". Note also that 
if all effective n's are greater than unity, the bubble growth goes faster 
than t3/2 so that the void volumes grow faster than t9/2, almost ex­
plosive growth. This explains the strong autocatalytic effects in 
flashing-induced void growth in pipes [21] and indicates a very strong 
importance on the determination of initial void location (point of net 
vapor generation) in such systems. 

Finally, note that if b„ < 0, (18) describes bubble collapse. If the 
thin boundary layer approximation is to hold in this case, the ratio 
&/R must be much less than unity. This ratio is of order 0(Ja_1) which 
implies that l / ( Jar + 2Jap„t") « 1. Since Ja p has the coefficient "b" 
included, this ratio either increases or decreases in time and would 
be expected to give reasonable indications of validity, especially where 
linear superposition describes polynomial behavior. Note also as a 
result that in the case of pure decompression, the thin boundary layer 
approximation should even be better than for the case of uniform 
initial superheat. 

Case 2: Linear Temperature Decay. As a special case of 
equation (18) we take 61 = b and bn = 0, so that the result be­
comes 

R(t) 
/Pu0\ 1/3 

flo 1 + 
2K»r 

Ja T i * 1 / 2 + - J a p S * 3 / 2 (20) 

consistent with previous definitions. 
Equation (20) may be put into dimensionless form involving only 

functions of the dimensionless time on the right hand-side. The result 
is 

[Jar + Ja f 

I /Pu\ 

0 \PiV 

1/3 

7- J a r 

v'ir \ J a r + Ja ,/ V 3 J a r / 
(21) 

where we have chosen to include the sphericity factor, Ks, on the left. 
Since these are known functions of the dimensionless time t*t equa­
tion (21) may immediately be plotted with the Jakob fraction A = 

J a r / ( J a r + Jap) as a parameter. This has been done in Fig. 1. It is seen 
that except where the initial superheat Jakob number, Jar , is much 
larger than the flashing Jakob number, the growth is dominated by 
the t*3/2 term for t* » 1. This is in substantive agreement with the 
results of Lipkis, Liu, and Zuber, [19] and Zwick [20] who analyzed 
the specific case of linear heating. 

The only data the authors are aware of which would provide a 
comparison for the present theory are those of Niino [11]. In these 
experiments, he provided a uniformly heated pool of water, slightly 
subcooled with respect to the initial pressure, and then suddenly let 
the pressure begin to decay, almost exponentially. During the pressure 
decay period, and after the liquid had become superheated with re­
spect to the instantaneous pressure, he caused a bubble to nucleate 
by pulsing a laser beam into the pool through a window, and took 
photographs by means of a high speed motion picture camera. The 
pressure transients were quite rapid, occurring over 6-20 ms, and his 
bubble growth data were recorded only for times less than ~2.5 ms, 
during which period the bubbles grew from the order of 1-10 Mm to 
sizes of 150-300 Mm. 

The results of the comparison are shown in Figs. 2,3, and 4. In these 
figures, the measured pressure variations are plotted, along with the 
corresponding values of saturation temperature and density. The solid 
lines in each of these three figures are the results of equations (20), 
which show a remarkably good agreement with the data. Note that 
while the temperature-time curve in Fig. 2 is quite linear, there is 
increasing curvature in the other two cases. In all three cases, the 
values for the best fit temperature-time slope, b, are included, as are 
the experimental values for the superheat and flashing Jakob num­
bers. For comparison purposes, the modified Forster-Zuber equation 
(16) is also plotted confirming the previously specified inapplicability 
of that theory to the present problem 

Case 3: Exponential Pressure Decay. In this instance, we shall 
assume that the pressure decays exponentially such that 

(22) 
P o ~ P „ 

The integral in (14) with the Clausius-Clapeyron equation may be 
written as 

/ = 
L r rv 

Jo Jo 
•y) 

- l /2„ ~ydydu (23) 

where L = ToAP0„/pu0Aife and the dimensionless time is t+ = fit. It 
is easily shown that similar order errors occur through neglect of the 
variable density terms here as were neglected earlier. A series of ele­
mentary steps including one integration by parts yields 

DIMENSIONLESS TIME - t * " a t / R " 

Fig. 1 Bubble growth function for the case of a linear temperature decay 
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/ = 2 V F - 2e~ t + f ' e"2du 
Jo 

(24) 

The integral expression in (24) is a form of Dawson's integral so that 
the bubble size is given by 

/AM 1 / 3 f D 2KS 

( — I \R0 4- —= J a r v att 

2K, 

fl(t)' 

•>/•-. + ^ S J a p V — b/Qi-D(Vm)]\ (25) 

where the reference temperature in Ja p is taken as ATQ„. Dawson's 
integral is expressed as 
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Fig. 5 Dawson's integral (reference [15]) 

m u) = e-" 2 f" e*2dz (26) 

This integral has been tabulated by Lohmender and Riggsten, [14] 
and has been included herein as Pig. 5. Note that Dawson's integral 
has asymptotic behavior such that D(u)~u as. u — 0, and D(u)~ lj2u 
as u -* co. It may be noted that (25) may be rewritten as 

Ks ( Jar + Ja p 

2 

IL(£iL\m _ 
Ro \pvo^ 

Ja„ 

J a r + Ja p
 v R0

2U ^ " ( ^ - ) \ 
(27) 

from which several interesting features can be noticed. First, if there 
is no initial superheat, equation (27) for t* -» 0 shows that the initial 
growth rate is zero rather than being unbounded. This is because there 
has been no driving force developed for energy transfer. Secondly, for 
large Qt, the behavior approaches that for the uniform superheat case 
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where the combined Jakob number is important. That is 

R(t)-
/Pvo; 1/3 

Ro + : as fit • (28) 

where the reference temperature in Ja is now(ATs + AT0~), In 
other words, far out in the exponential, the bubble loses the identity 
of the pressure behavior and experiences growth as if the entire 
temperature difference were an initial step change in superheat. 

Equation (25) was used to calculate Niino's data with the results 
shown also in Figs. 2,3, and 4. The Jakob numbers are given along with 
the value of ft in each curve. Note that the values of Jar, Jap, and ft 
were obtained by best fit of Niino's temperature and pressure-time 
behavior as required by (22), and not as a free parameter simply to 
obtain good results with (25). The agreement is again seen to be ex­
cellent, thus confirming the exponential pressure decay analysis. 

A second set of data is available which give bubble growth during 
approximately exponential pressure decays. These are the data of 
Hewitt and Parker [16], who examined both the growth and collapse 
of large (R > 250 Mm) nitrogen bubbles in a pool of liquid nitrogen 
under steady and transient pressure conditions for long times. Their 
decompression data were obtained from existing bubbles, it appears, 
where pressure decay followed a bubble collapse or equilibrium stage 
with zero initial superheat. Pressure decay frequencies of 0.03 < ft < 
0.042 ms - 1 were obtained directly from Hewitt and Parkers pres­
sure-time data using (22), and may be compared with the data of 
Niino [11] where 0.095 < ft < 0.122 ms -1. Comparisons of equation 
(25) with these data are shown in Figs. 6, 7, and 8. 

Note that the observation times in these cases are almost two orders 
of magnitude longer than those of Niino [11]. While the agreement 
is reasonable, it is not as pleasing as that obtained in Figs. 2, 3, and 
4. It is impossible to say, however, for bubbles with a previous growth 
or collapse history, what the thermal boundary layer looks like and 
how it actually affects the subsequent behavior. 

The data of Hewitt and Parker [16] have also been analyzed by 
Theofanous, et al. [8], who completed a detailed numerical study on 
bubble growth in constant and time-dependent pressure fields in­
cluding nonequilibrium vaporization effects. They, like Niino [11], 
assumed a quadratic temperature distribution in the liquid thermal 
boundary layer adjacent to the interface in order to solve the energy 
equation in the liquid, but included the integral effects of variable 
properties. Their single predictive curve has also been included in 

Figs. 6, 7, and 8, adjusted by as much as 50 Mm to account for devia­
tions between their average curve and the actual data for initial radius 
at t = 0. Since their analysis included the total effects of variable vapor 
properties, deviations between their theory and the present theory 
(which incidentally showed no noticeable effect on accommodation 
coefficient in this case), might be expected to indicate the importance 
of variable properties which for low pressure nitrogen are expected 
to be appreciable (Table 1). It is seen that the maximum deviations 
noted are of the same order as that given in the table. 

It appears that the data in [16] behave somewhat differently than 
predicted. First, the data indicate oscillations in the bubble radius 
not unexpected in view of the large sizes and times observed. These 
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data are also fit extremely well by a t3/2 curve in each case, indicating 
a possible extraneous effect. If, for instance, there happened to be a 
thermal gradient in the apparatus, the long growth times could have 
allowed the bubble to rise through layers of successively hotter fluid, 
giving a power law behavior in the growth. It appears that more data 
will have to be obtained to resolve these questions. 

C o n c l u s i o n 

The thermal growth of vapor bubbles in a uniformly heated liquid 
with an arbitrary, variable pressure has been analyzed using the thin 
boundary layer approximation including the effects of variable vapor 
density. The result, containing no free parameters, shown in equation 
(8), indicates that the effects of variable density are both expansive 
due to the (puo/pv)

1/s multiplier on the total solution, and integral 
accounting for the variable volume a unit mass of liquid will occupy 
on vaporization. It was shown that except for large temperature dif­
ferences, the integral effects can be ignored resulting in equation (14). 
This solution contains the standard Vl behavior with J a r being the 
standard Jakob number based on initial superheat, and an additional 
effect due to the changing vapor temperature with time, F'{t), due 
to variations in external pressure, and should be valid for general 
decompressive growth and short compressive collapse behavior. 

Several cases have been examined and found to agree quite well 
with existing data, confirming the theory. For an exponential pressure 
decay it has been found that the additional form in (14) yields a time 
behavior of VSW - D(Vui) as shown in equation (25), where D(u) 
is Dawson's integral. Thus, for short times, (Of. « 1), D(u) ~~* u and 
the additional term adds little to the initial superheat effects, to build 
up. At long times D(u) —- V2" and the effect becomes identical to an 
initial superheat which includes that due to the decompression. On 
the other hand, for a pressure-time behavior which causes the vapor 
temperature to change as t", the analysis (equation 14) shows the 
growth rate to behave as t ( n + 1 / 2 ) . In particular, for a linear tempera­
ture-time decay, the bubble grows as t3''2, indicating much more rapid 
growth than the initial superheat would produce. These results can 
be expected to be quite important in nonequilibrium flashing flows 
where the vapor volume might then be expected to increase (in the 
Lagrangian sense) as j3(n+i/2)) extremely rapid in comparison with 
(3/2 for £ n e initial superheat case alone. 
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Experimental Study on Bubble 
Nucleation in the Oscillating 
Pressure Field 
In bubble nucleation under the oscillating pressure field, when the oscillation period T 
is of the same order of magnitude as the characteristic time T„ of bubble nucleation, it is 
expected that the distribution of radius of bubble embryo in liquid will be largely affected 
by the pressure oscillation and the degree of superheat limit may change. In order to clari­
fy this point, superheat limits of homogeneous nucleation under the oscillating pressure 
field generated by ultrasonic oscillators are measured for propane with and without dis­
solved carbon dioxide by the floating droplet method. From the experimental results it 
is found that when T > r„ the measured superheat limit agrees with that calculated by 
the conventional theory where the quasi-steady state is assumed, but the bubble nuclea­
tion occurs at temperature lower than that preducted by the theory when r nearly equals 
rn. It is also found that the characteristic time of bubble nucleation is changed by the 
amount of dissolved carbon dioxide. 

I n t r o d u c t i o n 

Homogeneous nucleation of bubbles is a fundamental and essential 
phenomenon to be investigated in connection with boiling heat 
transfer and has been investigated theoretically by Doring [1] and 
Moore [2] and experimentally by Skripov [3], Clark [4] and others [5]. 
Heterogeneous nucleation caused by bubble nucleus such as gas 
bubble in a wall cavity, small solid particle, ion, radiation, etc. has also 
been studied by many researchers [6, 7]. In the heterogeneous nu­
cleation, the degree of superheat is much lower than that predicted 
by the homogeneous nucleation theory. In experimental studies of 
homogeneous nucleation with carbon dioxide gas dissolved in liquid, 
the authors [8] have proved that nucleation of bubbles may occur at 
pressures greater than the saturation pressure of pure liquid at the 
same temperature. It is expected from homogeneous nucleation theory 
that, when disturbances, such as of pressure or temperature, are im­
posed, the degree of superheat for homogeneous nucleation will de­
crease. This effect of the unsteady field on homogeneous nucleation 
is very important in the actual phenomenon where disturbances are 
generated by the growth or motion of other bubbles. Theoretical 
predictions [9,10] have been reported on this subject, but relatively 
few experimental studies have been reported so far. From this 
standpoint, the purpose of this paper is to make an experimental study 
on homogeneous bubble nucleation in a liquid with or without dis­
solved gas under the effect of an oscillating pressure field as part of 
a systematic research of bubble nucleation phenomena. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the AIChE-ASME Heat Transfer 
Conference, Salt Lake City, Utah, August 15-17, 1977. Revised manuscript 
received by the Heat Transfer Division February 6,1978. Paper No. 77-HT-
22. 

In bubble nucleation under the oscillating pressure field, when the 
oscillation period is of the same order of magnitude as the charac­
teristic time of bubble nucleation, the distribution of radius of bubble 
embryo in the liquid will be largely affected by the pressure oscillation 
and the degree of superheat limit may change. On the other hand, 
when the oscillation period is sufficiently long compared with the 
characteristic time of nucleation, nucleation can follow the pressure 
oscillation, and the superheat limit is expected to be predicted by the 
conventional theory of bubble nucleation. In the present report, an 
experimental study on homogeneous nucleation was made by 
changing the frequency and the amplitude of the oscillating pressure 
by ultrasonic generators. The superheat limits of propane with and 
without dissolved carbon dioxide gas were measured by the floating 
droplet method. 

T h e o r e t i c a l P r e d i c t i o n 
It is considered that the superheat limit under the oscillating 

pressure field would largely depend on the relative relation between 
the oscillation period of pressure and the characteristic time of the 
bubble nucleation. Therefore, first the order of magnitude of the 
characteristic times of bubble nucleation of a liquid with and without 
a dissolved gas should be investigated. The bubble nucleation phe­
nomenon is expressed by a stochastic partial differencial equation for 
an existent probability P(n) of an embryo composed of n molecules, 
so called the Fokker-Planck equation. The time variation of P(n) 
balances with a convection term due to the mean growth of the embryo 
and a diffusion term due to the thermal fluctuation. Therefore, the 
characteristic time of homogeneous nucleation is given by the ratio 
of the unsteady term and the diffusion term of the Fokker-Planck 
equation, and is expressed by nc

2q2/4ir'KT0
2Rc where Rc is the critical 

bubble radius, nc is the number of molecules at a critical point, q is 
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the latent heat per molecule, A is the thermal conductivity, k is the 
goltzmann constant and T0 is the temperature, because the process 
is rate-controlled by heat transfer for phase change. For pure propane 
under the normal pressure, the order of magnitude of the character­
istic time obtained from the above relation is about 10~6 s. The deri­
vation of the characteristic time is given in the Appendix. 

On the other hand, when a gas is dissolved in a liquid, the charac­
teristic time of bubble nucleation is rate-controlled by diffusion 
process of the dissolved gas. Therefore, the characteristic time is re­
garded as nc

 2/4irIWgoflc, where D and NgQ are the diffusivity in the 
liquid and the number of molecule per unit volume of the dissolved 
gas, respectively. For carbon dioxide dissolved in propane the char­
acteristic time is about 10~6 s, or about 10 times that for pure pro­
pane. 

From the consideration described above, ultrasonic waves of 450 
kHz and 25 kHz were adopted to generate the pressure oscillation, 
where the period of the 450 kHz oscillation is of the same order as the 
characteristic time of homogeneous nucleation and the period of the 
25 kHz oscillation is considerably longer. 

Experimental Appara tus and Method 
The experimental apparatus is composed of a mixing section, a 

bubble generation section, a droplet formation section and a test 
section as shown in Fig. 1. Excluding the test section, other sections 
are almost the same as those used in the previous paper [8]. The test 
section placed in a pressure vessel is of 20 mm ID and 200 mm length. 
The droplet formation section and the bubble generation section are 
incorporated with a pyrex-glass pipe of 4 mm ID and 400 mm length. 
At the top of the pressure vessel, an ultrasonic generator is placed to 
generate the oscillating pressure field. From the consideration of the 
characteristic time of the bubble nucleation stated in the preceding 
section, the ultrasonic waves of 450 kHz and 25 kHz were selected. 
A disk type piezo oscillator of 50 mm OD and 5 mm thickness was used 
for 450 kHz and a cylindrical type of 20 mm OD and 14 mm ID was 
adopted for 25 kHz wave. 

The wave length of 450 kHz was 4 mm and the plane wave was 
supposed to be formed in the test section. In the case of 25 kHz the 
standing pressure of 76 mm wave length was formed. The detail 
structures of test section provided with the generators of 450 kHz and 
25 kHz are shown in Fig. 2(a) and 2(6), respectively. The generator 
of 450 kHz was cooled with water and an aluminum plate reflector of 
0.5 mm thickness and an air layer between the generator and the re­
flector worked to reduce the power loss of the generator. 

At the mixing section, the noncondensable gas (CO2) was added 
to the test vapor (propane) to make a mixture gas which was sent as 
a bubble to the lower part of the droplet formation section. The 
droplet formation section was cooled down to between —20 ~ -30°C 
with liquid nitrogen, making a droplet containing a dissolved gas 
bubble. It was also possible to make a droplet of a pure material. These 
sections and the pressure vessel containing the test section were filled 
with glycerine. An electric heater set at the upper part of the pressure 
vessel was used to make a given linear temperature gradient in the 
test section. Before the droplet came into the pressure vessel, the 
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-Nomenclature-

A = constant 
C = acoustic velocity (m/s) 
D = diffusivity in liquid (m2/s) 
F = radiation pressure (Pa) 
S = gravitational acceleration (m/s2) 
J = nucleation rate (l/m3s) 
K = wave number (1/m) 
k = Boltzmann constant (J/K) 
N = number of molecules per unit volume 

(1/m3) 

n = number of molecules 
m = mass of molecule (kg) 
P = probability 
p = pressure, acoustic pressure (Pa) 
q = latent heat per molecule (J) 
R = bubble radius (m) 
T = temperature (K) 
A = thermal conductivity of liquid (W/mK) 
p = density (kg/m3) 
a = surface tension (N/m) 

W = angular velocity (rad/s) 
r = characteristic time (s) 

Subscripts 
c = critical point 
g = dissolved gas 
max = maximum value 
min = minimum value 
0 = mean value 
s = saturation 
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pressure of the system was increased as for the gas to be completely 
dissolved in the liquid phase. Then, the droplet formed was slowly 
raised by buoyancy and entered the test section. The droplet was 
gradually heated up by the surrounding glycerine when rising in the 
test section. In the case of 450 kHz the ultrasonic wave came to a 
standstill at the point where the buoyancy force was balanced with 
the radiation pressure. During the nonradiation period, the droplet 
rose by about 5 mm and was heated. 

In the repetition of these processes the bubble formation is con­
sidered to occur when the droplet temperature equals the superheat 
limit of bubble nucleation in the oscillating pressure field. The tem­
perature difference between the droplet and the surrounding liquid 
caused by vertical temperature gradient along the test section was 
about 1.0°C. As the ultrasonic wave was radiated at every 5 mm rise 
of the droplet, the inaccuracy due to this discontinuous radiation was 
about 1.0°C, and the total accuracy of the measurement of superheat 
limit in an experiment was about 2.0°C. 

In the case of 25 kHz, the droplet was at a stanstill at a point below 
the ultrasonic oscillator, and the accuracy of the measured superheat 
limit was about 1.0°C. 

The acoustic pressure of ultrasonic waves of 450 kHz and 25 kHz 
was measured as follows. In the case of high frequency ultrasonic wave, 
the direct measurement of acoustic pressure is difficult, but is cal­
culated by the following relation from the radiation pressure mea­
surement: 

V2p~C*F, (1) 

where p is the acoustic pressure, F is the radiation pressure and p and 
C are the density and the acoustic velocity in glycerine, respectively. 
An apparatus which was acoustically equivalent to the section and 
as shown in Fig. 3 was used to measure the characteristics of the ul­
trasonic oscillator. When the ultrasonic wave was generated, the 
sphere was moved by the radiation pressure acting on the sphere and 
balanced with the horizontal component of the tension of the string 
suspending the sphere. Thus the radiation pressure was obtained from 
the displacement of an alumina sphere of 15 mm D. The radiation 
pressure measured by the displacement of the sphere was found to 
be proportional to the square of the supplied voltage to the oscillator. 
Using this proportional constant, the radiation pressure in the test 
section was calculated from the supplied voltage. As the attenuation 
of the radiation pressure along the test section was very small, the 
ultrasonic wave strength in the test section was assumed to be con­
stant. 

When a droplet diameter is small enough compared with the wave 
length, the ultrasonic wave is not diffracted by the droplet and the 
phase and amplitude of the wave along the surface of the droplet al­
ways coincide with those of the surrounding liquid. For the droplet 
of 0.4 mm OD and the ultrasonic wave of 450 kHz, the diffraction 
coefficients are 1.1, 0.95 and 1.02 at 0 deg, 90 deg and 180 deg, re­
spectively, and they can be regarded as unity. Therefore, the ampli-

Lead 
wires 

Fig. 3 Apparatus for measuring radiation pressure 
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tude of the pressure wave in the droplet varies to a small extent ac­
cording to that in the surrounding liquid, but it can be considered that 
the nucleation occurs at the maximum amplitude point in the drop­
let. 

According to Apfel [11], the trapping pressure on the droplet is 
given as follows. 

Ap 
/<9Ap\ 
V dx I 

' 2pdCd(p ~ Pd)g (2) 

where Ap is the amplitude of the pressure, x is the distance, g is the 
gravitational acceleration, p is the density of surrounding liquid, and 
Pd and Cd are the density and the acoustic velocity of the droplet 
material, respectively. For the standing wave, Ap is given by Apmax 

X sin Kx where K is the wave number and Apmax is the amplitude of 
the wave. The left hand side term of equation (2) is rewritten by 
(I<"Apmax/2) sin 2Kx and by using this relation, the point where the 
droplet is come to a standstill is calculated. The value of sin 2Kx is 
smaller than 0.2 for the experimental condition, the droplet is con­
sidered to be trapped at the loop or the node of the wave. The in­
stantaneous degree of superheat and the possibility of nucleation at 
the loop are larger compared with that at the node, therefore, the 
homogeneous nucleation of the droplet is expected to occur at the loop 
of the wave, being affected by the wave of the radiation pressure 
calculated from the supplied voltage of the oscillator. 

For the low frequency ultrasonic wave of 25 kHz, the wave length 
in glycerine was very long and a small acoustic pressure detector as 
shown in Fig. 4 was newly developed to measure a local value. The 
detector was small enough and the diffraction coefficient of the de­
tector was nearly equal to unity, therefore, the detector was assumed 
to accurately measure the local acoustic pressure. The main part of 
the detector was made by an ultrasonic oscillator of PZT of 5 mm D. 
and 1 mm thickness whose natural frequency was 2 MHz, which was 
supported and electrically shielded by a stainless steel pipe of 2 mm 

rv 

-Shielded 
cable-

Piezo 
transducer 

Fig. 4 Acoustic pressure detector 
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10. The sensitivity of the detector was calibrated in a glycerine bath 
0f gO°C by a semi-conductor pressure transducer whose natural fre­
quency was about 100 kHz. The typical acoustic pressure distribution 
jn the test section measured by the detector is shown in Pig. 5. At the 
lower oscillating surface of the cylindrical oscillator there was the loop 
of the wave and, there was a node at 4 cm under it. The amplitude 
distribution inside the cylindrical oscillator is different from that 
outside as shown by the broken and solid lines in the figure. Therefore, 
the half wave length was determined from the distribution outside 
the oscillator and was given as about 4 cm and it coincided with the 
calculated value from the acoustic velocity of glycerine. 

As the natural frequency of the droplet is about 1 kHz and lower 
than the frequency of pressure oscillation used in the experiment, the 
resonance oscillation of the droplet was not observed. In this experi­
ment, the pressure wave was confirmed and it can be assumed that 
the plane wave is formed in the core region of the test section. 

Experimental Result and Discussion 
Experiments were carried out on bubble nucleation, in pure pro­

pane and in propane with dissolved carbon dioxide in it, under the 
influence of an oscillating pressure field generated by the ultrasonic 
oscillator. Experimental results of superheat limit of pure propane 
at the mean pressure of 4 atm are shown in Fig. 6. The horizontal and 
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Fig. 5 Acoustic pressure distribution for 25 kHz 
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Pig. 6 Difference between superheat limits with and without oscillating 
Pressure field 

vertical axes are the amplitude of oscillating pressure and the dif­
ference between the superheat limits with and without the oscillating 
pressure field. The positive temperature difference shows the decrease 
of superheat limit under the oscillating pressure field. Black and white 
circles show the experimental results of 25 kHz and 450 kHz, re­
spectively. When a period of the pressure oscillation is sufficiently 
longer than the characteristic time of the bubble nucleation, it is 
considered that the size distribution of embryo and the bubble nu­
cleation rate may be calculated by the quasisteady approximation. 
When the bubble nucleation rate under the oscillating pressure field 
is assumed to be given by the conventional homogeneous nucleation 
theory, it is given as follows: 

Js = A(t) exp — 

A(t)=N 0exp(--^-) \ h I Q/ 

flc(t) 

7r f f f lc( t)21 

3/eT0 J 
6o-p 

(4p -p s)irm 

2<r/jps(To) - po - Ap sinoat), 

1/2 

(3) 

where Js is the nucleation rate, a is the surface tension, m is the mass 
of a molecule, No is the number of molecules per unit volume, Rc is 
the critical radius, k is the Boltzmann constant, To is the temperature, 
Po is the mean pressure, p s is the saturation pressure, Ap is the am­
plitude of pressure wave and q is the latent heat per molecule. The 
maximum nucleation rate Jsmax is obtained when Rc(t) has a mini­
mum value, and we have 

" S I 

Ra 

f 47T(TflLinl 
A m a x e x p L — 5 ^ r J 
2<7/(pser0)-p0+Ap). (4) 

The superheat limit is not very dependent on a value of Js and it has 
been considered so far that the homogeneous nucleation could occur 
when Js becomes 1 cm -3 s_1, and in this work the theoretical value 
of the superheat limit is calculated by putting J s equal to 1 cm -3 s - 1 

and this value is henceforth referred to as that of the equilibrium 
model. This relation is shown by the single dotted chain line in Fig. 
6 and it can be seen that the results obtained with the 25 kHz low 
frequency pressure oscillation are in good agreement with the su­
perheat limit by the equilibrium model. On the other hand, the results 
indicated by white circles show that the superheat limit for high fre­
quency oscillation of 450 kHz differs from that predicted by the 
equilibrium model and the bubble nucleation occurs at the lower 
superheat condition. 

From these results, it is concluded that when the period of the 
pressure oscillation is sufficiently long compared with the charac­
teristic time of bubble nucleation, the quasi-steady state is established 
and the superheat limit is predicted for the minimum instant pressure 
by the equilibrium model, but when the period of oscillation is of the 
same order of the characteristic time of homogeneous nucleation, the 
quasi-steady state distribution of embryo cannot be expected and the 
diffusion process caused by the temperature fluctuation becomes 
predominant (see Appendix) and the possibility of nucleation in­
creases remarkably. It is considered that the decrease of the superheat 
limit is caused by these reasons. At higher frequencies it is supposed 
that the nucleation process cannot follow the pressure field. 

The superheat limits of pure propane under the oscillating pressure 
field are shown in Fig. 7 with the mean pressure as parameter. The 
vertical and the horizontal axes are mean pressure and temperature, 
respectively. Experimental results are shown by black and white 
squares for 25 kHz and by black and white triangles for 450 kHz. The 
solid line of the left hand side in the figure is the saturation curve of 
pure propane, and the solid line of the right hand side is the superheat 
limit of a propane with no pressure oscillation. The two dotted chain 
line and the three dotted chain line show the superheat limits calcu­
lated by the equilibrium model under the pressure oscillation whose 
amplitudes are 3 atm and 4 atm, respectively. The results for 25 kHz 
are also in good agreement with the equilibrium model, while the 
experimental results for 450 kHz shown by the broken lines differ 
considerably from the equilibrium theory. It is worth stressing from 
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Fig. 7 that the homogeneous nucleation occurs under the negative 
pressure as seen in the mean pressure region lower than 3 atm, namely, 
when the mean pressure is 1 atm and the amplitude of pressure os­
cillation is 3 atm or 4 atm, the negative pressure acts on the droplet 
at an instant and the superheat limit is given by the conventional 
theory for the steady or quasi-steady cases. 

It is considered that the characteristic time of bubble nucleation 
of the droplet containing the dissolved gas differs from that for the 
single component, because the gas diffusion in liquid controls the rate 
of the phenomenon. Therefore, it is expected that the frequency de­
pendence of the superheat limit would be changed by the gas dissolved 
in liquid. The superheat limits of the droplet of propane containing 
dissolved C02 under the oscillating field of 450 kHz are shown in Fig. 
8. The results for pure propane shown in Fig. 7 are also indicated for 
reference. White circles show the superheat limit without pressure 
oscillation, and the solid line for dissolved C02 without the pressure 
oscillation is obtained from the theory reported by Ward [12], The 
mole fraction of CO2 is about 21 percent and black circles, black tri­
angles and white triangles show the experimental results for the 
pressure oscillation whose amplitudes are 2.0, 3.0 and 4.0 atm, re­
spectively. The difference of the superheat limit under the oscillating 
pressure field from that without the oscillation field for propane 
containing dissolved CO2 is smaller than that for pure propane. 

In the case of propane with dissolved CO2, the period of the 450 kHz 
oscillation is short compared with the characteristic time of bubble 
nucleation as stated already. Therefore, the fluctuation of dissolved 
gas concentration at the interface between embryo and liquid cannot 
follow the pressure oscillation and is smaller than that calculated from 
the pressure oscillation by using the quasisteady assumption. This 
is why the decrease of superheat limit of propane with dissolved CO2 
is smaller than that of pure propane under the oscillating field of 450 
kHz. On the other hand, without pressure oscillation the experimental 
result is in good agreement with that predicted by Ward's theory [12], 
where the equilibrium between the gas in embryo and the dissolved 
gas in liquid is assumed. This means that when the pressure oscillation 
period is long compared with the characteristic time of nucleation, 
the superheat limit of liquid containing dissolved gas under the 
pressure oscillation field is calculated by the equilibrium model. 
Therefore, the maximum decrease of superheat limit under the 
pressure oscillating field is considered to be realized when its period 
is of the same order of magnitude as the characteristic time for liquid 
with or without dissolved gas. To clarify this point quantitatively, it 

might be required to carry out an experiment under an adequate os­
cillation frequency. However, an investigation of experimental setup 
was made to find a serious difficulty to measure the amplitude of the 
pressure oscillation with such the frequency. 

The solubility of materials such as N2, O2 and air other than C02 

is one or two order of magnitude smaller than that of CO2 as stated 
in the previous report [8], the difference between superheat limits of 
liquid with and without such dissolved gas as air under the oscillating 
field is considered to be so small to be measured by our experimental 
apparatus. Therefore, the experiment was carried out only by using 
CO2 as a dissolved gas. 

Conclusion 
Superheat limits of homogeneous nucleation under the oscillating 

pressure field generated by the ultrasonic oscillators are obtained 
experimentally for the droplets of propane with and without dissolved 
CO2. Comparing these results and the conventional theory of homo­
geneous nucleation, the following conclusions have been obtained. 

1 When a liquid does not include any dissolved gas and when the 
period of pressure oscillation is sufficiently longer than the charac­
teristic time of bubble nucleation, the superheat limit can be esti­
mated by the conventional theory under the assumption of the 
quasi-steady state. 

2 When the period of pressure oscillation is nearly equal to the 
characteristic time of nucleation, the superheat limit of liquid without 
dissolved gas is considerably decreased with increase of the amplitude 
of pressure oscillation, and the bubble nucleation under the oscillating 
pressure field can occur at temperatures lower than that predicted 
by the conventional nucleation theory. 

3 The difference of the performance of homogeneous nucleation 
for pure propane and propane with dissolved CO2 shows that the 
bubble nucleation of the material with a dissolved gas is rate-con­
trolled by the diffusion of dissolved gas. 

APPENDIX 
The Fokker Planck equation of the distribution function P(n, t) 

of the embryo for homogeneous nucleation is written as follows: 

dP{n, t) 

dt dn 
[V(n)P(n, t)} = — f Dn - f P(n, t) 1 (A-l) 

dn L on J 

where n is the number of molecule in the embryo, t is the time, and 
Dn is the diffusivity in the space of molecule number. In equation 
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Fig. 7 Superheat limit of propane under oscillating pressure field 
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(A-l), the second term in the left side means the convection term and 
the right side means the diffusion term. V(n, t) in equation (A-l) is 
the time derivative of molecule number of the embryo which is com­
posed of n molecules, and is expressed by its mean term V(n) and the 
fluctuation term V'(n, t). 

V(n, t) = V(n) + V'(n, t). (A-2) 

If the fluctuation V is assumed to be a white noise, the diffusivity Dn 

can be written as follows. 

2 D „ S ( T ) = V'(n,t)V'(n,t + T), (A-3) 

where <5 means the delta function and the overline means the time 
smoothed value. 

In the bubble nucleation without dissolved gas, it is considered that 
the fluctuation of V is caused by the heat flux fluctuation Q' to the 
embryo. 

V'(n, t)=- f Q'(n, t, f) • 
a JR 

ds (A-4) 

where q is the latent heat per molecule, r is the position vector and 
s is the surface vector of the embryo surface R. The correlation of the 
heat flux fluctuation <j' was given by Landau [13] as follows: 

Qi'iri, h)Qj'(h, H) = 2\kT%j6(tl - t2)S(h - r2), (A-5) 

where Qi' means the component of Q' to i direction, \ is the thermal 
conductivity and 6;; is Kronecker delta. Substituting equations (A-4) 
and (A-5) for equation (A-3), we can get Dn as follows: 

Dn=^lR. (A-6) 

Therefore the characteristic time T of nucleation at the critical point 
is given as follows by comparing between the unsteady term and the 
diffusion term in equation (A-l) and using equation (A-6). 

(A-7) 
4Tr\kT0

2Rc 

On the other hand, when the droplet contains dissolved gas, the mass 
transport of the dissolved gas in the liquid rate-controls the nucleation 
process, therefore the fluctuation V is derived from the moler flux 
fluctuation of the dissolved gas rh' to the embryo. 

V'(n, t) = Na f rh'(n, t, f) • ds, (A-8) 

where N0 is the Avogadro number. 
The correlation of rh' is given by Poch [14] corresponding to 

equation (A-5). 

2c/J 
rhi'ih, ti)m/(f2, t2) = =j—biMh - h)&(h - t2), 

A/o 
(A-9) 

where c and D are the moler concentration and the diffusivity of the 
dissolved gas, respectively. Therefore D„ and the characteristic time 
T are given from equations (A-3), (A-8) and (A-9) as follows: 

D„ = AvNvcDR = 4TrNg0DR, 

4ITNS0DRC 

(A-10) 

(A-ll) 

where NgQ is the number of molecule of the dissolved gas per unit 
volume. 
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A theoretical analysis of bubble growth in superheated liquid metals shows that in the 
presence of a strong magnetic field, the growing bubble would assume an elongated shape 
and the volume would be less than that for the nonmagnetic case. As time progresses and 
for higher field strengths the bubble becomes more elongated. The analytical results are 
used to estimate the effect of strong magnetic fields on nucleate boiling heat transfer. 

Introduct ion 

In the conceptual development of fusion reactors, four coolants are 
being proposed as heat transfer media: metal lithium, lithium salt, 
helium, and boiling potassium. A number of conceptual design studies 
[1-4] have been carried out considering Li or Li2BeP4 (flibe) in forced 
convection. Li has the drawback that the flow rate must be rather high 
to achieve the required heat absorption without excessive temperature 
rise, and pumping losses due to magnetohydrodynamic effects may 
be excessive [5], whereas, flibe may provide a marginal tritium 
breeding ratio due to parasitic neutron capture and may have a 
chemical corrosion problem. High pressure helium has also been 
considered as a coolant [6-8] because of its chemical inertness, easy 
applicability to thermal conversion systems, and its negligible inter­
action with a magnetic field. Conceptual fusion reactors have been 
designed [9,10] on the basis of helium as a coolant. However, helium 
requires a large blanket volume for coolant passages because of its low 
density, and it requires large compressor power. 

The possibility of using a boiling liquid metal as the heat transfer 
medium has received some attention. Liquid metals have extremely 
high heat transfer coefficients, which means small coolant volume, 
and the enthalpy absorbed in the phase change means reduced flow 

. rates. They also have low vapor pressures, and among the pure alkali 
metals, potassium has the lowest boiling point. Leverette [11] and 
Fraas [12] have suggested the possibility of using boiling potassium 
in a sort of "secondary loop" integrated into the blanket structure. 
Parkin, et al. [13] did a preliminary design of a boiling potassium heat 
removal system for fusion reactors. They compared high and low 
pressure helium with boiling potassium and showed that boiling po­
tassium has certain advantages. A major unknown however is the 
effect of magnetic fields on the nucleate boiling characteristics of 
liquid metals, which are electrically conducting. The generation of 
a Lorentz force would definitely affect the movement of the con­
ducting fluid, and thus the movement and growth of boiling bub­
bles. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 
12,1978. 

Faber and Hsu [14] performed experiments with pool boiling of 
mercury in magnetic fields up to 6 weber/m2 oriented normal to the 
boiling surface. They noted a marked decrease in the effective heat 
transfer coefficient (heat flux per degree of surface superheat) at 
modest heat fluxes with increasing magnetic field. However at high 
fluxes their results exhibit a progressively smaller effect of magnetic 
field. Fraas, et al. [15] have performed tests with potassium boiling 
on a cylindrical rod in transverse fields up to 6 webers/m2, and noted 
relatively little effect from the magnetic field. Some simulated single 
bubble growth experiments have been conducted by the authors 
(unpublished) which involved bubbling argon through a small aper­
ture into the bottom of a glass vessel containing NaK, both in the 
presence and in the absence of a magnetic field. From motion picture 
records, the bubble departure frequency was found to decrease by 20 
to 40 percent for fields up to 0.9 webers/mz. Wagner, et al. [16] did an 
analytical study of the effect on bubble growth of a spherically sym­
metric magnetic field using a spherical bubble growth model. They 
showed that the magnetic field has definite effects on bubble growth, 
and they present estimates of the effects of magnetic fields on nucleate 
boiling heat transfer. 

In order to obtain a more precise understanding of the effects of 
magnetic fields on isolated bubble growth in liquid metals, an ana­
lytical model is presented which considers the growth of an ellipsoidal 
bubble and solves the integrated forms of the conservation relations. 
The results are then used to estimate the effect on nucleate boiling 
heat transfer. This paper is a summary of a portion of the work of 
Wong [17]. 

Analytical Study of Bubble Growth in Superheated 
Liquid-Metal Under a Uniform Magnet ic Field 

An order of magnitude analysis was conducted based on the 
spherically symmetric bubble growth momentum equation to assess 
the importance of the different physical phenomena on bubble growth 
in the presence of a magnetic field. Some of the more important results 
are: (1) the magnetic body force becomes relatively more dominant 
as time increases, (2) the viscous effect is relatively unimportant, and 
(3) except at the initial stage, the surface tension effect becomes less 
important and ultimately becomes negligible. In general it can be 
stated that for alkaline metals (all of which have similar physical 
properties to potassium), when the magnetic field strengths are high, 
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the magnetic body force has a dominant effect on boiling bubble 
growth. 

In the absence of a magnetic field, the bubble growth in superheated 
liquid metals will be similar to that of an electrical nonconducting 
liquid, that is, spherical growth will prevail. However, in the presence 
of a magnetic field, Pig. 1, there results a magnetic body force which 
opposes fluid motion transverse to magnetic field lines. This will result 
in a distortion of the bubble from spherical symmetry, being elongated 
in the direction of the imposed field. Simultaneously the heat transfer 
to the interface will be affected by the relative increase in surface to 
volume ratio. The following analysis treats the asymmetric growth 
of the bubble, including the influence of nonspherical shape on the 
thermal energy equation. Viscous effects were shown to be negligible 
and are neglected. 

Because the Lorentz force exhibits symmetry about an axis aligned 
with the magnetic field, an ellipsoidal bubble shape as defined by Fig. 
1 is a reasonable choice of geometry, and is thus assumed for the 
problem under consideration. The coordinate system is a cylindrical 
geometry with magnetic field in the z -direction. With this choice of 
coordinate, the problem becomes a two-dimensional problem with 
spatial variables r and z and bubble interface variables R(t) and Z(t) 
along the respective r and z axes. The momentum equations in the 
fluid, neglecting viscous and gravitational terms, are given by: 

and 

/du du\ 

/dw dw 

V dt dz 

dP 

dr 
- <reB2u 

) -
dP 

dz 

(1) 

(2) 

The continuity equation is given by: 

u du dw 
- + — + — = 0 
r dr dz 

from which it can be shown that for spherical growth, the liquid ve­
locity is: 

" - ( T ) ' * 
while for (infinite) cylindrical growth, the liquid velocity would be: 

/R\ » = (") 

Liquid 

Fig. 1 Bubble and magnetic field configuration 

Considering these limiting variations, this study assumes that 

/R\" 

- ( " ) ' R 

and 

_ /Z\ m A 

(3) 

(4) 

where lim2^o u-u and limr-^o w = w. That is, R and Z represent the 
liquid-vapor interface points along the r and z axes respectively, as 
shown in Pig. 1, and R and Z are the interface velocities at these 
locations. Equations (3) and (4) determine the spatial dependence 
of u and w in the liquid along the r and z axes, where n and m are time 
dependent functions to be determined from the equations of conti­
nuity. It is to be noted that this velocity field, which is generally 
consistent with the physical problem, has been assumed in lieu of an 
actual solution of the liquid velocity field. 

The analysis assumes that u and w are continuous functions of the 
spatial and time variables in order to obtain the limiting momentum 
and continuity equations along the r and z axes. Taking the limit as 
z —• 0 and r -+ R, the continuity equation becomes: 

R 
R , , , dw 
- (1 - n) + lim — = 0 
R z-̂ o dz 

(5) 

- N o m e n c l a t u r e . 

ae = thermal diffusivity of liquid 
A* = a parameter, (hfgpv/p£Tsat) 
Ag = area of ellipsoid 
B = scalar value of magnetic field strength 
h/g = latent heat of evaporation 
he = liquid thermal conductivity 
m = a parameter, m = 2 ZR/ZR 
n = a parameter, n = 1 + ZR/ZR 
Nu = Nusselt number 
Nug = Nusselt number with magnetic field 
Nu0 = Nusselt number without magnetic 

field 
P = pressure in liquid 
AP = pressure difference between vapor and 

liquid 
Pr = Prandtl number 
r = radial coordinate 
rp = radius perpendicular to bubble sur­

face 
R = bubble radius or vapor-liquid interface 

on the r-axis 
R = first time derivative of R 
R = second time derivative of R 
Re0 = Reynolds number without magnetic 

field 
Re^ = Reynolds number with magnetic 

field 
RE = equivalent radius, (R2Z)1/3 

RE = time rate change of RE 
Rs = spherical radius 
t = time 
to = initial time 
T = liquid temperature 
Tv = vapor temperature 
To = liquid initial uniform temperature 
T"sat = saturation temperature at P 
AT = initial liquid superheat, T0 - T s a t 

u = radial velocity 
u = radial velocity on r axis 
VE = volume of ellipsoid 

Vo = volume of bubble for no magnetic 
field 

w = z -direction velocity 
w = z-direction velocity on z axis 
z = z-coordinate 
Z = vapor-liquid interface on z-axis 
Z = first time derivative of Z 
Z = second time derivative of Z 
Subcr ipts 
0 = angular variable 
c = eccentricity of ellipsoid 
pe = liquid density 

„ 2i?Z2 

pr = radius of curvature at R, • 
R2 + Z2 

pu - vapor density 
pz - radius of curvature at Z, R2/Z 
Prz - (Pz2 cos 2 <t> + pr

2 s in 2 4>)1 

ai = electric conductivity 
trs = surface tension 

11/2 
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Similarly, taking the limit as r —• 0 and z -* Z, the continuity equation 
becomes: 

du Z 
2 hm m = 0 

r -o dr Z 

(6) 

where FHopital's rule has been applied. The problems are then to 
find 

dw du 
hm — and hm 
z—o dz r-o dr 

Referring to Fig. 2, the parametric representation of an ellipse can 
be obtained: 

z' - Z cos d>, z' = z 

r' = Z sin i and r' = — r 
R 

therefore r = R sin <p. 
By decomposition of the velocity on the bubble surface, 

u = R sin d>, implies u = — r 
R 

w = Z cos < implies w = —z 
Z 

therefore, 

,. dw Z , ,. du R 
lira — = — and lim — = —. 
z—o dz Z r—o 3r fl 

(7) 

Equation (7) can be substituted into equations (5) and (6) respec­
tively; thus n and m can be solved as 

ZR , ZR 
n = 1 + —r and m = 2 -— 

ZR ZR 
(8) 

Equations (3, 4) and (8) represent the spatial and temporal form of 
u and 57. 

Taking the limit as z -*• 0 of equation (1), substituting the spatial 
dependence of u and integrating the spatial variable r, from r = R to 
r = °>, the equation becomes: 

(n + 1) A„ RR dn 
RR + - - f l2-

(n - 1) dt 

2crs / l - D-^RR (9) A*(T„ - T „ 0 ( n - 1) - — ( - ) (n - . 

Similarly, taking the limit as r -* 0 of equation (2) making use of 
equation (4) and integrating z from z = Z to z = «>, one obtains: 

^ + < 2 L ± i ) 2 2 . ZZ dm 

(m - 1) dt 

- A ' t n - T ^ m - l ) - — ( - ) 
Pf V P J / 

(m ~ 1) (10) 
Pf \Pz ' 

where the Clausius-Clapeyron equation has been introduced. In ad­
dition, the surface force is approximated by defining pr and pz which 
are the radii of curvature of the bubble at R and Z, respectively: 

2RZ2 , R2 

As was determined from dimensional analysis and from later results, 
the surface tension effects are negligible, thus the surface tension 
terms will be dropped from the rest of the analysis. 

The unknown in equations (9) and (10) is the vapor temperature, 
T„, which must be determined from the energy conservation equation. 
Using the equation of conservation of thermal energy at the bubble 
interface, the rate of vapor generation (volume growth rate) can be 
expressed in terms of the heat conduction through the liquid to the 
interface: 

VEPuhfg = <p k. 
dra I surface 

dAE (11) 

where the integral is of the thermal gradient normal to the interface 
over the ellipsoidal bubble surface. The temperature gradient at a 
growing spherical surface, as given by Carslaw and Jaeger [18] and 
Zuber [19] is: 

dr„ 

IT I T 1 1 1 
- =(T0-Ttt) - p = + -
rp\r=R, IViraet flsJ 

For the ellipsoidal bubble we use the approximation 

dT\ 

where 

= (T0-Tu)\-7L=z + — 1 
> LVmet przJ 

(pz2 cos2 <t> + pr
2 sin2 4>)l/2 

(12) 

(13) 

The assumptions of negligible surface tension effect and spatially 
uniform vapor temperature and pressure inside the bubble have also 
been made. Correction for initial-to-final vapor density ratio [20] has 
not been taken into account. Equation (13) is used in the integration 
of the right hand side of equation (11) and the result is closely ap­
proximated by: 

VE= 2RRZ + R'iZ: 
3k e 

• ( T o - T J X 
AE 

: + • 
RZ\ 

(14) 
pji/g UirV -wait pr I 

where Ag = 2ir(R2 + RZ s in - 1 e/e) is the area, and e is the eccentricity 
of the prolate spheroid. The vapor temperature Tu is then solved from 
equation (14) and substituted into equations (9) and (10), resulting 
in two coupled second order ordinary differential equations which 
can be solved numerically with proper initial conditions. 

The initial conditions chosen for the calculations are: 

/ / R 

1 ' 

, 

x^ 
_ T _ 

- — 1-^-

_ - ( z ' , r ' ) 

r - ( z . r ) 

ft(to) = Z U 0 ) = — i 
AP 

2 AP\ '/a 

3 Pel 
i?(t0) = Z ( t 0 ) = ( 

where t0 = R(t0)/R(t0) and 

(Tp - Ts&i)puhfg 

(15) 

(16) 

AP = 
T8i 

Fig. 2 Parametric representation of an ellipse 

is the Clausius-Clapeyron relation. Physically, these initial conditions 
imply spherical growth at t = t0. When the bubble radius is slightly 
larger than the equilibrium radius, R{to) = 2as/t\P, the bubble ex­
pands with an initially spherically symmetric velocity R(to). Equation 
(16) represents the inertially controlled regime of bubble growth, 
where AP is maximum. 

Equations (9) and (10) were solved by the eighth order Runge-
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Kutta numerical method. The results are presented in the following 
section. 

Discussion of Theoret ica l Results 
Nonmagnetic, Spherical Bubble Growth Results. While the 

present model allows nonsymmetrical bubble growth in the presence 
of a magnetic field, results from it for symmetrical growth (no field) 
were obtained for comparison with other available solutions. Pig. 3 
shows the results using the present model for the growth of a spherical 
bubble in sodium at 100°C superheat and 1.7 atmospheres pressure 
for the case of B = 0. These theoretical results are compared with some 
theoretical and experimental results from the literature [21-23]. The 
results of the present study agree very well with the other calculations, 
which are valid for the inertially and thermally controlled regimes of 
spherical bubble growth. 

Magnetic Field Bubble Growth Results. The numerical model 
was used to predict the growth of vapor bubbles in superheated alkali 
metals in magnetic fields. Fig. 4 presents the aspect ratios of vapor 
bubbles growing in superheated 11.1°C (20°F) potassium at 2 atmo­

spheres pressure under different magnetic field intensities. The aspect 
ratio (Z/R) of the ellipsoid is seen to be a function of magnetic field 
and time during growth. As the magnetic field strength increases, the 
bubble becomes more elongated. The presence of the magnetic body 
force will distort the bubble, and in turn affect the heat transfer due 
to the relative increase in surface to volume ratio of the bubble. The 
Z/R curves are seen to not exhibit a monotonically increasing effect 
of magnetic field at high magnetic fields. 

Fig. 5 shows the results of Fig. 4, over a small range of magnetic field 
strength (from 0 to 20 weber/m2). These field strengths would be more 
applicable for probable future fusion power reactors. The curves show 
the effects of magnetic field on potassium vapor bubble aspect ratio 
to be quite linear for magnetic fields less than 15 weber/m2. 

Fig. 6 shows the effects of magnetic field and time on bubble volume 
for a bubble growing in potassium at a specific superheat, expressed 
as the ratio of ellipsoidal volume to spherical (zero magnetic field) 
volume. The field clearly reduces the ralative bubble volume as the 
bubbles grow. The VE/VO curves are seen to exhibit a nonmonotonic 
behavior for large growth times. For reference, the volume of a 
spherical bubble (nonmagnetic case) as a function of time is also 

t 
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Fig. 3 Sodium vapor bubble growth in zero magnetic field 
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Fig. 4 Aspect ratio ZIR versus magnetic field for potassium 
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shown in Fig, 6 for potassium at this superheat. Fig. 7 presents the 
results on an expanded scale for magnetic field strengths up to 20 
weber/m2. The nonmonotonic behavior of the curves at large growth 
times is illustrated quite clearly. 

The present results show the basic behavior of a single bubble 
growing in an infinite superheated fluid under uniform magnetic 
fields. Of ultimate importance, however, is the effect of magnetic fields 
on the nucleate boiling heat transfer and on the critical heat flux. 
While the present results emphasize isolated bubble growth, an es­
timation of the effect of magnetic fields on the nucleate boiling heat 
transfer for liquid metals based on the results is presented below. 

Heat Transfer in Liquid Metals 
Forster and Zuber [24] formed a time independent boiling heat 

transfer model based on the bubble Reynolds number where: 

Nu cc Re°-62Pr1''3 (17) 

and Re °c RSRS for spherical bubble growth. Note that for spherical 
bubble growth in the asymptotic (diffusion) growth regime RSRS is 
constant and thus Nu is time independent. Assuming an extension 
of this boiling heat transfer model to the present study, an equivalent 
spherical bubble of radius RE is defined: 

RE = (R2Z)X'3 (18) 

where 4ir/3 R2Z is the volume of the ellipsoid. Accordingly, the 
equivalent bubble radial growth rate is: 

RE 
RE 

/2R Z 

\R Z 
\£t£ 
I 3 

Thus, for a nonspherical bubble growing in the presence of a magnetic 
field, Re,e °= RERB and NUB oc ReB

0-63, and therefore the following 
approximation results: 

M /KT /ReB\°-62 

N U B / N U 0 = ^ 

where the subscripts refer to with and without a B field respectively, 
and the Prandtl number disappears as it is not affected by the mag­
netic field. 

Fig. 8 presents Nu as a function of time for different superheats and 
magnetic field strengths, based on the potassium bubble growth data 
of Figs. 4-7. In the absence of a magnetic field (top and bottom curves) 
and in the asymptotic (diffusion) growth regime Nuo is seen to become 
time independent. However, in the presence of a magnetic field 
(middle curves) NuB is time dependent. Comparative values of Nu0 

and NUB could be taken at a chosen time during the growth period 
of both bubbles, or at a specified bubble diameter such as the breakoff 
diameter. 

As one comparison, a time is selected such that the spherical growth 
case (nonmagnetic) would already be in the asymptotic regime. Such 
a comparison would be conservative because NUB is still increasing 
as shown in Fig. 8. Fig. 9 presents an estimate of NUB/NUO as a func­
tion of potassium superheat under different B fields, at 2 atmospheres 
pressure and at the selected time of t - 10~3 s. The results show that 
Nug/Nuo decreases as B, increases, and the curves for different 
magnetic field intensities approach different asymptotes. Fig, 10 
shows the variations of NUB/NUO as a function of B for potassium at 
t = 10-3 s, cross-plotted from Pig. 9. Fig. 10 indicates the effect to be 
essentially a linear decrease in NUB/NU0 with magnetic field over the 
range indicated. 

Based on Figs. 9 and 10, the boiling curve for potassium should shift 
to the right as magnetic field intensity increases, decreasing somewhat 
the effectiveness of boiling potassium as a heat transfer medium. 

Another basis for the relative magnetic field effect on nucleate 
boiling based on single bubble growth results might be to evaluate the 
Nusselt number at a specific bubble volume instead of at a specific 
time of growth. Fig. 11 presents such results for AT = 12°C and AT 
= 20<>C. The volumes are chosen to be equal to the bubble volumes 
occurring at the asymptotic Nusselt number condition for the re­
spective superheats at zero magnetic field. For comparison, the 
Nusselt numbers obtained at the same superheats based on a specific 
time (t = 10-3 s) are also presented in Fig. 11. The approach of se-
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Fig. 10 Estimated effect of superheat and modest magnetic field on Nusselt 
Number for potassium (based on selected growth time) 
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Fig. 12 Comparison of present results and those of Wagner and Lykoudis 
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Fig. 11 Estimated effect of maagneiic field on Nusselt Number for potassium 
(based on selected bubble volume) 

lecting a specific time predicts a greater effect on nucleate boiling; 
however the results are not markedly different. It is considered that 
the effect based on similar volumes has more physical significance. 

The only theoretical analyses of the effect of magnetic field on 
nucleate boiling heat transfer available in the literature are by Wag­
ner, et al. [16] and Lykoudis [25]. A comparison of the Wagner and 
Lykoudis [16] results with the present results is presented in Fig. 12 
for potassium over ranges of 0 < B < 6 webers/m2 and 4 < AT < 20°C. 
It is seen that the results of [16] predict a considerably stronger effect 
than the results obtained from the present study. The reason for this 
difference is that the spherically symmetric field assumed in [16] re­
stricts bubble growth in all directions and thus presumably overes­
timates the effect of the magnetic field on bubble growth and on heat 
transfer. 

In the experimental investigation conducted by Faber and Hsu [14] 
with mercury they found that, at 6 weber/m2 and 100°C superheat, 
the magnetic field effect is quite significant at moderate nucleate 
boiling heat fluxes. From Fig. 7 of their paper the heat flux at 6 
weber/m2 is seen to be approximately 0.17 of that for zero field at the 
same superheat. The results from the present ellipsoidal bubble 
growth mode, under similar superheat and magnetic field strength, 
Predict this ratio to be approximately 0.18. The almost identical value 

is presumed to be fortuitous, since the bubble growth results are for 
a uniform liquid superheat, whereas boiling occurs in a strong su­
perheat gradient. At higher nucleate boiling heat fluxes (near the heat 
flux limit of their experiments) the Faber and Hsu data exhibit little 
effect of magnetic field on nucleate boiling. This variable effect at 
different heat fluxes is presently unexplained. It is expected however 
that using the isolated bubble growth results to predict nucleate 
boiling heat transfer becomes less justifiable as the critical heat flux 
is approached. 

The present study provides a much improved model and results 
for isolated bubble growth in electrically conductive liquids in mag­
netic fields, as well as valuable insight into this boiling phenomenon. 
However, more refined and thorough experimental studies, as well 
as a more exact model, are still needed to confirm the magnitude of 
the effect of magnetic field on nucleate boiling heat transfer for liquid 
metals. 

C o n c l u s i o n 
The present analytical investigation, is directed primarily toward 

isolated bubble growth in superheated liquid metals in magnetic 
fields. For alkali metals in strong magnetic fields the results show that 
growing bubbles will distort markedly from a spherical shape, being 
elongated in the direction of the field. The aspect ratio of the elon­
gated (ellipsoidal) bubble is increased and the volume growth rate is 
suppressed with increasing field. The aspect ratio of the bubble also 
increases with time during the growth period. 

These isolated bubble growth results, when used to estimate the 
effect on nucleate boiling heat transfer, suggest that magnetic fields 
typical of fusion power reactors would reduce the nucleate boiling heat 
transfer coefficient for alkali metals, though probably not so much 
as to eliminate it as a potential cooling medium in fusion power re­
actors. It may be speculated that the magnetic field would also have 
an effect on the critical heat flux for boiling alkali metals, though the 
magnitude is unknown. 

Further experimental studies on the nucleate boiling and critical 
heat flux as well as more accurate analytical models are needed to 
confidently assess the effect of magnetic fields on the nucleate boiling 
and critical heat flux for liquid metals. 
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of Hot Water to 
!©m High 

Pressure" 
The very early stages of blowdown are observed with the aid of a novel quick-opening 
mechanism. Water at pressures and temperatures up to PWR conditions is released from 
a long, one-half in. (1.27 cm) ID pipe. Depressurization rates up to 1.62 X 10e atm/s are 
achieved. As a consequence of the rapidity of depressurization, the water reaches pres­
sures far below saturation (even approaching the spinodal line) before nucleation occurs. 
The performance of the opening device is described quantitatively, and implications of 
the response of the water are discussed in relation to nuclear safety problems. 

I n t r o d u c t i o n 

The problem of predicting the response of nuclear reactors to 
various hypothetical pipe breaks is very important in assessing nuclear 
safety. The problem has, in turn, spawned a number of fundamental 
studies of suddenly initiated blowdown from pipes. Relatively little 
had been done with this problem before the end of the 1960's. Prior 
to 1971 Hoppner and Schrock [1] looked at blowdown from relatively 
low pressures. And in 1970 there appeared a variety of studies done 
at much higher pressures—up to Pressurized Water Reactor condi­
tions [2, 3,4, 5,6]. The most notable of these was the work of Edwards 
and O'Brien [2] which has been the point of reference for a great deal 
of subsequent analysis. 

These experiments had certain things in common. They all were 
initiated by breaking a diaphragm or shattering a glass disc. They 
generally achieved most of the initial depressurization within one-half 
to one millisecond at rates of depressurization up to about 0.2 X 106 

atm/s. 
Another feature they exhibited was that the depressurization traces 

undershot the saturation pressure by very little in some cases and by 
a great deal in others before nucleation occurred. The work of Skripov 
and his coworkers in very clean liquids (see, e.g., [7,8]) shows clearly 
that the extent to which it is possible to superheat a liquid (or 

1 The present work was done under support of the Electric Power Research 
Institute (Contract No. RP-687-1) with B. Sehgal as Contract Manager. 

2 Presently at Instytut Maszyn Przepjowowych, Gdansk, Poland. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
November 11,1977. 

depressurize it) beyond the saturation point depends strongly on how 
quickly it is done. This should be the case in reactor coolants as well. 
If experiments are to replicate the circumstances surrounding, say, 
a pipe fracture or other very sudden accident, the speed with which 
they are done should prove to be quite important. Thus, we wish to 
study higher speeds of depressurization than have previously been 
attained in the laboratory. By doing this we anticipate reaching 
greater pressure undershoots than have previously been attained. 
This, in turn, should put a considerably different initial condition on 
the subsequent blowdown process. 

The purpose of this paper is therefore to describe the results of a 
rapid depressurization experiment in which the initial response of the 
liquid is emphasized. 

T h e E x p e r i m e n t 
The apparatus for the present work incorporates a quick-opening 

plug mechanism3 developed by G. S. Borkar [9]. It is described fully 
along with the initial experimental results in [10]. 

Fig. 1 shows a pictorial layout of the apparatus. It presently involves 
a one half in. (1.27 cm) ID pipe; however, we are currently building 
a two in. (5.08 cm) replica of it to test our belief that scaling effects 
are not important. The apparatus incorporates a fairly conventional 
nitrogen system for pressurizing double-distilled water which has been 
degassed by boiling it for one half hour. The pressurization system 
is quite far from the test section so there is no problem of forcing N2 
into solution with the test liquid. The water is drawn into the system 
by a vacuum pump at an absolute pressure between 0.04 and 0.07 atm. 
We measured the oxygen content of the degassed water and found it 
to be about 0.8 mg/ltr of water or 10 percent of saturation at 20°C. 

3 The Electric Power Research Institute is applying for a patent on this 
mechanism. 
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Fig. 1 Pictorial view of apparatus (opening device is shown in Fig. 2) 
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Fig. 2 Pictorial view of lower portion of opening device 

Three inserts1 

Two obstruct 
the pipe and 
one offers no 
obstruction 

Standard" plug, 3.l5gm Aluminum 
Lightweight plug, 2.19gm Aluminum 
Lightweight plug, 1.734 gm Titanium 

Unvented heavy stainless steel 
Plug (the shank dlom. is O.lmm 
less than pipe diarr 

Vented heavy ts.s.} plug 

Fig. 3 Configuration of open end of pipe, obstructive Inserts, and plugs 

The one half in. pipe configuration consists of an unhealed length 
of 8.83 m behind a heated test section approximately two m in length. 
The purpose of the long run of cold pipe is to prevent the reflected 
rarefaction wave from returning to the test section until the initial 
depressurization has occurred. Resistance heaters are used to bring 
the test section to a temperature which is uniform to within about ± 
five percent of the absolute temperature before the depressurization 
is triggered. Temperatures at the pressure transducers were obtained 
by plotting the axial temperature profile and interpolating. 

Fig. 2 shows the simple quick-opening plug release device: a 
weighted cam drops from a height of almost three m. This cam engages 
two mating cams on arms which hold a light-weight plug in position. 
The arms are driven apart with constant acceleration and they clear 
the edges of the plug almost simultaneously. The plug then pops out 
under pressure of the liquid in the pipe. Reference [10] gives details 
of the design and shaping of this arrangement, as well as additional 
details as to instrument errors. 

Fig. 3 shows, at the top, the recess into which all plugs were fit. The 
arrangement is contrived to guide the motion of the plugs for at least 
2.54 mm, but to vent the liquid after 1.27 mm. Provision is also made 

. N o m e n c l a t u r e . 

A, Ae 

plane of pipe (equal to plug area). Ap for 
the pipe itself 

a = constant in equation (7) 
c, c = velocity of propagation (equal to sound 

speed in a single medium), c is a mean c, 
defined in equation (5) 

E = modulus of elasticity 
m = mass of plug divided by Ap 

P. Pqs ~ pressure. The quasistatic pressure 
established soon after depressurization 

T, Ts = temperature. Saturation tempera­
ture 

t = time 
v = specific volume 

up = velocity of plug 
ATVm = difference between a spinodal tem­

perature and the saturation temperature 
at the same pressure. Also used to denote 
the difference between a nucleation tem­
perature and the saturation temperature 
at the same pressure. 

5 = time required for an arbitrary 80% of 
depressurization to occur 

K = isothermal compressibility 
p = density 
2, 2 ' = rate of depressurization during 5. Rate 

of depressurization between p a a t and 

Pmin 
T = a characteristic time constant for 

depressurization, m.KcApIAe 

Subscripts 

c = denotes a critical property 
i = denotes a property of water prior to 

depressurization 
min = denotes a property evaluated at the 

pressure of the nucleation point 
r = denotes a "reduced" property—one di­

vided by its value at the critical point. 
sat = denotes a property of saturated liq­

uid 
s, w = denote properties of stainless steel and 

water, respectively 
1,2 = denote properties at the first and sec­

ond transducers, respectively 
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ro.4cm«-(e.54in.) 

1— the heated section (four Independently controiled sections 

of strip heaters are omitted for clarity) 

Fig. 4 Dimensions of the test section. TC and PT designate the thermo­
couples and pressure transducers, respectively. (This figure includes two 
design changes not shown in Fig. 1: A cool section behind the housing and 
a relocation of TC's and PPs.) 

for including two obstructions of equal area (0.209 cm2)—an orifice 
and a slit, as shown—in the pipe. Five types of plugs were employed 
and they are shown at the bottom of the figure. All had slanted sur­
faces on top so the retainers (shown in Fig. 2) would slide normal to 
the axis of rotation of the arms. 

The basic plug was aluminum and weighed 3.15 g. Two lighter plugs 
and two heavier plugs (described at the bottom of the figure) were also 
used. Note that the heavy plugs are both of the same weight, but one 
will obstruct the escape of water until it has moved 25.4 mm while the 
other will vent water after 1.27 mm of travel owing to its cut-away 
cross section. One should note that our lightest plugs are not much 
heavier than the equivalent burst-diaphragm would have to be to 
withhold the pressure. Furthermore, no energy must be consumed 
to tear our plugs apart. 

Fig. 4 shows the test section with locations of the piezoelectric 
pressure transducers (PT's) and chromel-alumel thermocouples 
(TC's) specified. The pressure transducers were flush-mounted with 
the inner wall of the pipe. A few original runs were made with the 
water cooled PT's located above the TC's. This of course led to some 
local cooling of the TC's which we corrected with the positioning 
shown in Fig. 4. It was also necessary to cool the housing by intro­
ducing a short water-cooled section of pipe as shown in Fig. 4. Without 
this, the hot end of the pipe expanded against the cold arms and 
caused binding. (We are presently building our 5.08 cm. ID pipe with 
the arms separated from the pipe to avoid this problem.) 

Ana lys i s of R e s u l t s 

The basic data output of these tests was the pair of oscilloscope 
traces from PTl and PT2. An illustrative set of such traces is shown 
in Fig. 5. 

Character is t ics of the Traces . Each trace exhibits minimal 
pressure oscillations on the LHS prior to plug release. These are 
generated as the retainers move across the plug face. The initial 
depressurization is a little slow—possibly as a result of binding or 
chattering when the plug starts to move. Most of the depressurization 
then occurs at great speed. We define the time of opening, <S, as the 
time for 80 percent of depressurization to occur. And we define the 
rate of depressurization, 2, as the slope of the pressure trace in this 
range. 

The pressure reaches a minimum below the local saturation pres­
sure, psat, at which flashing occurs in the hot water traces. In the cold 
water traces this minimum is a negative pressure. In all but the highest 
pressure and temperature cases, flashing is followed by a sudden 
pressure recovery, to a value below the local saturation pressure. All 
this appears at the first transducer before the plug has vented. This 
pressure stabilizes sometime after about ten ms at a quasi-static 
pressure which we shall call pqs. It turns out in the present experi­
ments that 
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Fig. 7 Variation of nondimensional depressurization rate with fractional 
expansion o! water 

We have focused attention on the early response to depressurization 
in the present study. Therefore few of the traces have a 20 ms range 
or greater. Figs. 5(e), 5(f), and 5(g) are such traces and they show the 
reflection wave returning from the blind end of the pipe, 12 or 13 ms 
after the pipe is opened. Since the returning wave must pass through 
a two-phase mixture to reach PT\, it is greatly slowed down and does 
not arrive in time to appear on the traces. 

The Cold Water Tests. A series of cold water tests permitted us 
to make final adjustments of the release mechanism and to establish 
reference opening characteristics. It turned out that for the 3.15 g 
plugs, 2 increased from 0.2 M-atm/s at 68 atm to 0.8 M-atm/s at 154 
atm, and r5 ranged from 0.4 ms to 0.25 ms in the same range. 

The most interesting aspect of these tests was that the water was 
put under negative pressure, or tension, during depressurization. We 
believe this to occur because the plug and the water just behind it 
(outside of the pipe) accelerate rapidly while the increasingly long 
column of depressurized water inside the pipe is retarded both by its 
own mass and/or viscosity. Thus, we are pretty sure that the moving 
plug suddenly must pull upon (or "jerk") the liquid behind it. Of 
course, this only occurs when up,- is small and when the venting is not 
immediate. Fig. 6 shows the resulting liquid tensions observed in our 
tests. All points (including two warm water points), with the exception 
of the slit and orifice points, reach a tension equal in magnitude to 

. i r"" I I I I I l I T | 1 T T T T 1 1 I f 1 1 | 1 ! I l l l M i l ! 

^ * * * * * * * * ~ ^ A ^ / ^ S l i t /Or i f i ce Data 

.Faired Curve Through 3 * ^ ^ 4 4 
Fully - Open Pipe Data r ^ V i 

+ X V 
m 

• 1.37 

• 1.73 
2 .49 

11 

11 

14.0 

Type 
Full Opening, 
Disc Type Plug 

i i 

<i 

Slit, Disc Type Plug 
Orifice, Disc Type Plug 
Full Opening, 
Vented Heavy Plug 
Full Opening, 
Unvented Heavy Plug 

1 1 r , 1 1 n-r- I -

Symbol 

a 
A 
O 

• A 

+ 

X 
"1 1 I 

x kv : 
+ ° \ ^ -

Ak * ^ -

X 

I I I I I 11 I i I. t M I I I n 

10"* I 0 " 5 10" " 10" ' 
Fract ional Expansion of Water, «p. , ( cm s / cm s ) 

Fig. 8 Variation of nondimensional depressurization time with fractional 
expansion of water 

about one-seventh of the initial pressure. The slits and orifices inhibit 
the initial impulses on the plug and result in less pressure under­
shoot. 

The Rate of Depressurizat ion. It will be helpful for purposes 
of data reduction if we identify a characteristic rate of depressur­
ization and opening time in terms of the important system variables. 
We do this by writing a highly simplified theory of the rate of 
depressurization. Newton's second law says that the local pressure 
behind the plug, p, is: 

pAe = mAp 
dvp_ 

dt 
(2) 

where up is the instantaneous speed of the plug, m is the mass of the 
plug divided by the cross-sectional area of the pipe, Ap, and Ae is the 
exit area, ir(1.905)2/4 cm2 (see upper left-hand picture in Fig. 3). 

The speed of the plug, vp, must equal the speed of the liquid which 
has expanded as a result of the rarefaction front passing through 
it: 

vp = Kcipt - p) (3) 

where K is the isothermal compressibility of the water and c is the 
speed of sound in the compressed water. Combining equations (2) and 
(3) we find 

dp p . 
— = ; time constant, T = 
dt T 

niKCAn 
(4) 

Thus we nondimensionalize <> with T and 2 with p. / r . It is consistent 
with the Buckingham Pi-theorem to look for a correlation of each of 
these variables with the single independent variable, xp;. This term 
characterizes the maximum possible fractional expansion of the liquid. 
The existing observations of 2 and 5 are plotted in Figs. 7 and 8 in this 
nondimensionalization. 

Fig. 9 shows how we made these measurements. It should be noted 
that a second rate of depressurization, 2' , is defined for the super­
heated liquid regime—between psat and the flashing point, pmin. 
This will be used later in another context. The heavy plugs often led 
to a saw-tooth depressurization curve. In this case we were able to 
identify an envelope in which pieces of the same slope recurred. The 
values of 2 obtained thus were used in Fig. 7. The measurements of 
2 and 5 were generally accurate within ±15 percent. 

The data for all of the open pipe configurations correlate very well 
in Figs. 7 and 8, regardless of the plug used. As the fractional expan­
sion of water increases, the correlation model (which takes the liquid 
to be weightless) becomes increasingly correct. The dimensionless 
depressurization rate accordingly approaches the theoretical limit 
of AeIAp = 2.25. The constricted pipe configurations are not dimen-
sionally similar to the open pipe, and data for these cases do not lie 
on the same correlation curve. 

Speed of the Rarefact ion Wave. Two kinds of interaction be­
tween the pipe and the liquid can cause the rarefaction wave to move 
at a speed different from the local speed of sound in the liquid: 1) The 
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Fig. 10 The speed of sound in hot water 

pipe shrinks a little as the rarefaction passes and relieves the internal 
pressure. The momentum and continuity equations then require that 
the wave be slightly slowed. In the present tests the pipe wall thickness 
(0.635 cm) was equal to the inside radius of the pipe. This effect is 
negligible in such a thick pipe. 2) When two media are bonded to-

Faired Curve Through the 
Fully Open Pipe Data 

J~ I 0 0 " 2 0 0 300 4 0 0 5 0 0 60C 

Relative Compressibility of Water and Steel, 

^ X Relative Compressibility of Water and Steel, K W / K S 

Fig. 11 Deviation of measured rarefaction speed from the calculated sound 
speed of water for the fully open and the constricted pipe 

gether, a rarefaction traveling along the bond will move at a mean 
sound speed c. The rationale and experiments of McGlaun [11] in­
dicate that the well known area-rule applies in the form: 

c = \ / 
ESAS + EWAU 

PsAs + PwAw 

(5) 

where E, A, and p denote the modulus of elasticity, cross-sectional 
area, and density of two materials designated as s and w. Noting that 
cw = ^/Ew/pw we rewrite equation (5) as 

- V T T 
(EJEW)(AJAW) 

(5a) 
1 + (ps/pw)(Aa/Am) 

The problem is that in a water pipe, bonding between water {w) and 
steel (s) is only present insofar as a shear stress is brought to. bear by 
any movement of the water relative to the pipe. Such movement in­
creases as the expansion of the water relative to that of the pipe, KW/KS. 
This ratio and those that appear in equation (5a) should thus dictate 
Cmeasured/cu,. But As/Aw and ps/pw change very little in the present 
tests and Es/Ew is the reciprocal of KW/KS. Thus we finally look for a 
correlation of the type: 

C measured 
fUw/Ks) (6) 

The speed of the rarefaction was measured from the oscilloscope 
traces for the various runs. An error analysis showed that the accuracy 
of the measurement was ± three percent of cw. The speed of sound 
in water, cw, was calculated from the complete equation of state for 
water given by the 1967 E.R.A Steam Tables [12] .4 We present the 
calculated values of cw in Fig. 10, along with observed sound speeds 
in the pipe, with unrestricted openings. The deviations of cmeasured 
from cw are plotted for the restricted, as well as fully open, pipes in 
Fig. 11. Fig. 11 shows that the measured rarefaction wave moves sig­
nificantly faster than cw. 

If the bonding between water and pipe were perfect, (cmeasured ~~ 
c,„) would equal about 2c,„. For the fully open pipe it reaches about 
0.08 cw, which, though much smaller, is not to be ignored. With the 

4 We are grateful to Amir Karimi for this calculation. 
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Fig. 12 Relation between pressure traces and the equation of state for water, 
during depressurization 

Fig. 13 The observed Increase of pressure undershoot with rate of depres­
surization 

various constrictions in the end of the pipe (slits, orifices, and heavy 
plugs) the water is forcibly "bonded" to the pipe and (cmeasured — cw) 
rises to 0.18 cm. 

This effect should diminish in larger, thinner pipes, as As/Aw de­
creases. 

P r e s s u r e U n d e r s h o o t 
The previous discussion shows that different depressurization 

experiments might reduce the pressure at quite different rates. This 
means that different kinds of accidents might likewise result in dif­
ferent behavior. Of course, the rate is a strong function of initial 
pressure and temperature but it also varies with the mechanical fea­
tures of opening. 

The most important rate-dependent feature of the process is the 
pressure undershoot, (p s a t - pmin). If flashing occurs near the satu­
ration point, then the subsequent blowdown process will be subjected 
to a markedly different initial condition than it will if flashing is de­
layed until a much lower pressure is reached. To deal with the un­
dershoot phenomenon we must first consider some aspects of the 
superheated liquid state. 

The Approach to the Spinodal Line. Fig. 12 relates the p-v di­
agram for water to a typical high-pressure oscilloscope trace. A 
depressurization process moves from the initial point to the flashing 
point along a line of constant entropy. Actually isentropic lines lie 
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within 2.7°C of isothermal lines in all the present tests. (This calcu­
lation is based on conventional thermodynamics and a reasonable 
approximation to the equation of state in the superheated liquid re­
gime.) We do not distinguish between isentropic and isothermal lines 
in Fig. 12. However, when we report temperatures at the flashing 
point, they have been corrected to values slightly below T,-. 

The p-v diagram includes the spinodal lines or loci of limiting liquid 
superheat. This is the boundary above which flashing must occur, no 
matter what the process is. The liquid spinodal line cannot be abso­
lutely reached in any experiment. Nevertheless the data of Skripov 
et al. [13,14] for many liquids come extremely close to defining it (see 
discussion in [8]). Lienhard's corresponding states correlation [15] 
of these data is: 

A T r m = ( l - T V s ) - a ( l - T , . 8
8 ) (7) 

where ATVm is the difference between any reduced spinodal temper­
ature and the reduced saturation temperature, TV,, at the same 
pressure, and a is a constant. 

The constant, a, Was given in [15] as 0.095, However, we are inter­
ested in the particular fluid, water, for which a should differ slightly. 
Mr. A. Karimi of this laboratory has been attempting to locate the 
spinodal line and other p, v, T data for water by a constrained ex­
trapolation of subcooled water data. This extrapolation and the theory 
of Furth (see [8]) agree approximately upon a liquid spinodal line 
which is well represented by equation (7) with a ^ 0.07. This is 
presently our best knowledge of the spinodal line for water. 

Any depressurization process will result in flashing somewhere 
between p s a t and p spinodal. depending on the cleanliness of the water 
and the rapidity of the process. (In this connection we should note that 
it is probable that the second transducer registers nucleation which 
has occurred between PT1 and PT2.) We now wish to ask how close 
to the spinodal line flashing occurs in a depressurization process. 

The Rate-Dependence of pmin. Fig. 13 shows dimensionless 
values of the pressure undershoot from both Edwards' and our ex­
periments as a function of the local rate of depressurization in the 
superheated liquid,5 2' . Results are shown for three initial pressure 
levels and only one fairly narrow range of initial temperatures at each 
pressure. Edwards' and our data superpose on these coordinates even 
though his pipe (7.32 cm ID) is almost six times larger than ours. 

The results show that, particularly at slower opening speeds, the 
pressure undershoot is very sensitive to 2'. The pressure undershoot 
appears to tend asymptotically toward a limit as %' is increased. But 
it only appears to reach that limit when T; and p ; are on the ord er of 
PWR conditions. This is understandable since only under those 
conditions does pm in remain positive at the spinodal line. In the other 
cases it would be necessary to rapidly depressurize to extreme tensile 
stresses to reach the spinodal line. 

Finally it is instructive to compare the results of these initially high 
pressure and temperature processes with the spinodal limit. Fig. 14 
shows experimental values of A7Vm. This is the temperature where 
flashing occurs (at pmin) minus the saturation temperature at that 
same pressure. The corresponding spinodal limit is plotted for com­
parison. 

We see that the data from P7T (at which the fastest values of X' 
were observed) generally come within 65 percent of the limit, while 
the slower values of 2 ' from PT2 give lower superheat. This is pre­
cisely what we would expect from Fig. 13. Further superheating is 
prevented by the ultimate imperfections of cleaning and preparation 
of our system, and the history of pressurization as it will be limited 
in a prototype reactor as well. It is no longer limited by 2 ' as it is at 
lower pressures. 

5 We are grateful to Mr. C. Y. Kan for his help in data reduction for Figs. 1 '& 
and 14. 
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Fig. 14 Comparison of measured superheat limit with splnodal limit 

Conclusions, Implications, and Problems 
1 The first results of a very rapid early depressurization experi­

ment are presented. They serve to suggest that the results of rapid 
blowdown tests might be strongly influenced by the rate of depres­
surization prior to nucleation. 

2 A dimensionless rate of opening for this device is defined and 
correlated in general as a function of /tp,-. 

3 It is shown that the speed of propagation of rarefaction waves 
in water can be significantly faster than the speed of sound if the water 
is contained in a heavy pipe. 

4 For all but PWR conditions the undershoot is strongly depen­
dent on the rate of depressurization. Under PWR conditions, flashing 
occurs in our system at maximum superheats that reach about 65 
percent of the spinodal limit. 

5 The existing pressure traces do not indicate that any serious 
pressure fluctuations are introduced when 2 ' is very large. The worst 
fluctuation observed in the present experiments occurred in run 3-i 
(see Fig. 5). 

6 The inherent dependence of the pressure undershoot on 2 ' 

suggests that the character of a pipe breach will dictate the initial 
condition for the subsequent blowdown process. None of the existing 
blowdown codes include any information as to the properties of su­
perheated water or the limit of superheat. Some have been made to 
replicate Edwards' undershoot with the help of empirical adjustments, 
however. It would be instructive if someone could systematically in­
vestigate the dependence of the subsequent process on this initial 
condition. 

7 The influence of two important variables on pressure under­
shoot—water condition and size—have not been investigated here. 
It is possible, though unlikely, that ours and Edwards' data can be 
correlated in Fig. 13 because of the fortuitous offsetting influences 
of these two variables. 
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wo-Dimereional Multiple Scattering: 
Comparison i f Theory with Eipenmen! 

Theoretical and experimental multiple scattering results are compared for a two-dimen­
sional geometry. The two-dimensional model predicts the radial distribution of the radia­
tion leaving a semi-infinite isotropically scattering cylindrical medium exposed to colli-
mated radiation. The results show that the intensity leaving the media can be expressed 
as a universal function of the optical radius. The experimental results are obtained using 
a He-Ne laser beam incident normal to the surface of a tank of distilled water which con­
tains scattering centers (latex paint). The agreement between theory and experiment is 
good. 

Thermal Radiative Transfer Group, 
Department of Mechanical and Aerospace 

Engineering, 
University of Mlssourl-Rolla, 

Holla, MO. 

I n t r o d u c t i o n 

Scattering of electromagnetic radiation is important in many fields 
such as visibility, meteorology, astrophysics, biology, remote sensing, 
and laser interaction. Multiple scattering becomes important as the 
number density of scattering centers, scattering cross section or path 
length increases. In many of these situations, the transfer is also 
multi-dimensional in character. Examples are dispersion of a source 
of illumination (searchlight problem), attenuation of radiation from 
a bolt of lightning by the falling droplets of rain, and dispersion of laser 
radiation in passage through a scattering medium. 

A comprehensive review [1] of the theoretical work in multi-di­
mensional radiative transfer involving multiple scattering reveals that 
most investigators considered a planar medium exposed to spatially 
varying incident radiation. Most of the solution techniques involved 
some kind of approximation in the formulation, i.e., diffusion ap­
proximation, small angle scattering approximation. The Monte Carlo 
approach was often employed. Very few numerical results are avail­
able. The two most apropriate references for the current investigation 
are Hunt [2] and Beckett, Poster, Hutson and Moss [3]. Both con­
sidered a finite planar medium exposed to a radially varying source 
of collimated radiation. Only Beckett, et al. [3] presented numerical 

1 Research supported in part by the National Science Foundation Grant No. 
NSF ENG 74-22107. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the AIChE/Heat Transfer Con­
ference, Salt Lake City, Utah, August 15-17,1977. Manuscript received by the 
Heat Transfer Division July 12,1977. Paper No. 77-HT-48. 

results. However, these were for the intensity transmitted through 
a finite medium. 

Most of the experimental work [4] has been done by the Russians, 
and their emphasis has been on study of transmission of narrow light 
beams in milk-nigrosine-water solutions. Recently, Look and Tripses 
[4] reported preliminary experimental results of the radial distribution 
of back scattered laser radiation from dilute suspensions of latex paint 
in water. The results were preliminary because the detector was not 
calibrated and the scattering coefficient of the paint was unknown. 

The most significant studies of combined experimental and theo­
retical multiple scattering investigations that appear in the literature 
are those of Safofim, et al. [5-9]. These investigations were primarily 
concerned with bidirectional reflectance from a layer of water con­
taining spherical latex particles of uniform size. However, they only 
considered one-dimensional radiative transfer. Howard and Novotny 
[10] reported a similar study using a polydisperse, nonspherical sus­
pension of titanium dioxide particles in glycerol. One Russian paper 
[11] compared experimental and theoretical results for transmission 
using the small angle approximation. In general, all of the theoretical 
and experimental comparisons reported in the literature show good 
agreement. 

The objective of this paper is to present a coordinated experimental 
and theoretical analysis of two-dimensional multiple scattering. The 
experimental setup consisted of a laser beam directed perpendicularly 
into the upper surface of a tank of distilled water. White latex paint 
was introduced into the water to produce the scattering centers. The 
scattered radiation that emerged from the upper surface of the water 
in the normal direction was measured as a function of the radial dis­
tance from the incident laser beam. The theoretical analysis was based 
on the two-dimensional radiative transport equation. 
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T h e o r e t i c a l a n d E x p e r i m e n t a l F o r m u l a t i o n 
Theoretical Analysis. The theoretical development for two-

dimensional scattering in a semi-infinite medium is based on the so­
lutions of the radiative transfer equation under the following as­
sumptions: 1) steady state, 2) coherent scattering, 3) negligible in­
terference and polarization effects, 4) homogeneous media, 5) 
nonemitting and nonabsorbing media, 6) isotropic scattering and 7) 
refractive index of unity. The last two assumptions are open to 
question; however, they significantly reduce the numerical complexity. 
In addition, these two assumptions are somewhat justified by one-
dimensional multiple scattering study of Giovanelli [13] in which the 
intensity reflected by a semi-infinite scattering medium exposed to 
collimated radiation was calculated. For pure scattering and normal 
incidence, the intensity reflected normal to the surface is weakly de­
pendent on refractive index and the scattering phase function. The 
validity of extending this conclusion to the two-dimensional geometry 
must await further investigation. In [14], the results for the strong 
forward scattering case, that is, the scattering phase function, was 
modeled as being composed of a spike superimposed on an isotropic 
background, are shown to be equivalent to the isotropic case for pure 
scattering. 

In general, the incident intensity is a function of direction (,u, 0) and 
location (r, * ) , and the problem is three-dimensional in character. 
However in this investigation, the incident intensity is assumed to 
be collimated and normal to the surface of the medium [6(/J — 1)6(0)] 
and is assumed to be independent of <$!. Specifically, for a laser beam 
the radial variation is Gaussian [12], and the incident intensity is given 

by 

I+(Tr, M, 4>) = IiHn - 1)6(0) exp(-r r
2 /T r 0

2) 

= ItHlt- 1)6(0) expt-rVro2) (1) 

Tr0 = NCsmr0 (2a) 

rr = NCscar (2b) 

where 

and N is the number density of scattering particles, Csca is the scat­
tering cross section, and ro is the effective beam radius. The Dirac 
delta function product, 6(/x — 1)6(0), restricts the incident radiation 
to the normal direction. For this intensity distribution, the incident 
radiative flux is f$" SQI+ (rr, /.i, <t>)ndvd<t> = /,- exp(-r2/Vo2). Thus, the 
magnitude of the incident flux at the center of the beam is equal to 
h. The azimuthally symmetric (independent of \E0 beam allows the 
isotropic source function to be expressed in terms of z and r. 

The exact two-dimensional integral equation describing the source 
function is solved using the method of separation of variables and 

superposition. No mathematical approximation, such as Eddington's 
approximation, is employed. The intensity leaving the medium nor­
mal to the surface can be expressed as [14] 

h 

1,0) 

' W t3JoWrr ap (-Ipr,/) RtfW (3) 

The quantity J0(ISTr)R({S)/4Tr would be the intensity leaving normal 
to the medium; if it were exposed to collimated radiation with a radial 
variation in the form of a Bessel function, i.e., Jo((STr)6(n - 1)6(0). The 
Bessel function boundary condition is used to separable variables. 
The quantity fi can be referred to as the spatial frequency of this 
boundary condition. When /3 = 0, the incident radiation is radially 
uniform, and the problem is one-dimensional. The interested reader 
is referred to [14] for the complete details. 

By letting x = fir,, equation (3) can be written as 

INM •• 
Ii L (ff £xJoix) exp ~ 4 (y)2*2]R { x / r r ) d-(4) 

When r/ro is large the exponential term can be approximated by unity 
and the intensity can be expressed in terms of a universal function 
of rr, i.e., 

IN(rr)=Ii(jf)2g(Tr 

where 

1 r" 
g(rr) = — 1 xJQ(x)R(xhr)dx 

8TT J O 

(5) 

(6) 

Equation (4) has been evaluated numerically for a wide range of 
parameters [14]. Fig. 1 is typical of the numerical results and shows 
the normalized intensity INHI leaving a semi-infinite, pure scattering 
medium in the normal direction as a function of rro, for several radial 
distances from the beam Tr/Tro. Comparison of the results obtained 
from equations (4) and (5) reveals that approximation is valid to 
within one percent when r/ro > 10- The expression for the intensity 
leaving the medium in other directions is much more complex and was 
not evaluated. However, the flux and power leaving the medium were 
calculated [14]. As expected, for conservative scattering, the power 
leaving is Iiirr0

2. 

The emerging intensity distribution with r r o can be explained in 
the following manner if orie recalls equation (2). For a fixed laser beam 
radius, changing r r o represents changing particle concentrations in 
the scattering medium. At zero concentration of scattering particles, 
no scattered radiation will leave the upper surface of the medium. As 
the number of scattering centers is increased, the probability of a 

- N o m e n c l a t u r e — 

c = effective scattering coefficient (see 
equation 19) 

Csca = scattering cross section 
d = scattering particle diameter 
h(rr) = theoretically predicted intensity 

leaving the medium normal to the surface, 

I~{Tr, 1,0) 
êxP = experimentally measured intensity 
leaving the medium normal to the sur­
face 

li = see equation (1) 
^+(T,., H, 0) = intensity incident on the me­

dium 
I'Ur, ix, 0) = intensity leaving the medium 
Ja{x) = zeroth order Bessel function 
k = depth of water in the tank 
N = particle number density 

P = detected power 
Pi = incident power on the medium, Iiwro2 

r = radial distance from center of incident 
(laser) beam 

/'o = effective radius of incident (laser) 
beam 

#0 = inside radius of the barrel 
T = effective transmittance of the barrel 
V = voltage reading of the detector 
2 = distance into the media (normal to sur­

face) 
S(x) = Dirac delta function, i.e., f%f(x)6(x — 

xo)dx = f(xo) where a < XQ =S b 
d = polar angle, used to specify the direction 

of the intensity, measured between the 
intensity and the normal to the r — $ 
plane 

dm = generation angle of detector system 

acceptance cone 
8 = effective acceptance angle of detector 

system acceptance cone 
X = wavelength of the laser 
M = cos B 
£ = paint volume concentration 
r r = radial optical coordinate, NCSCa>' 
rro = effective optical radius of incident 

(laser) beam, NCscaro 
0 = azimuthal angle, used to specify the di­

rection of the intensity, measured between 
the projection of the intensity on the r - * 
plane and the r-axis 

•̂  = azimuthal angle, used to specify the 
location of a point in the medium, mea­
sured around the 2 -axis 

Aw = solid angle 
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photon being scattered out of the medium increases and increasing 
amounts of radiation emerge. The scattering will be predominantly 
double scattering, because the single scattered radiation cannot leave 
normal to the surface outside of the beam. As the concentration of 
scattering particles is increased, the probability of scattering events 
becomes so large that the radiation cannot effectively reach the po­
sition r/ro- This causes the emerging intensity to reach maximum and 
begin to decrease at the given position r/r0. For further increases in 
scattering concentrations, the number of scattering events increases 
causing the radiation at the given r/ro to decrease further. The max­
imum intensity is 0.04331 7;(ro/r)2 and occurs at rr = 3.345 or r r o = 
3.345(ro/r). Combining these two expressions yields the following 
relation for the maximum intensity 

/ mJh = 0.003871 - (7) 

Laboratory Setup. The laboratory apparatus used to obtain the 
measurements of scattered radiation is shown schematically in Fig. 
2. The main component of the source assembly was 50 rnw He-Ne 
laser. Mirrors were used to direct the laser beam into the tank as­
sembly perpendicular to the surface of the water. The tank assembly 
consisted of a five gallon rectangular smooth surfaced glass tank (21 
cm wide, 35 cm long and 25 cm high) with a cylindrical light trap at 
the bottom to eliminate reflection of the laser beam. The entire bot­
tom of the tank and all surfaces of the trap were sprayed with the 
highly absorbing, diffusely reflecting 3M flat black paint. The detector 
consisted of a fiber optics bundle enclosed in a pipe. The detection 
end of the bundle had an acceptance angle of 28 deg. The acceptance 
angle was defined as the angle for which the energy decreases from 
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Fig. 2 Schematic of experimental setup. 
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100 percent (for normal incidence) to one percent. To reduce the 
angular acceptance, a barrel was attached to the end of the pipe. AH 
surfaces of this barrel were also covered with the aforementioned 3M 
flat black paint. As was discussed [4], this essentially eliminated any 
effective intra-barrel reflections. The barrel reduced the acceptance 
angle to four deg. This result agreed favorably with the analytical 
calculation for the acceptance angle. The power accepted by the fiber 
optics bundle was transported to the photomultiplier and the voltage 
drop across the load resistor of the photomultiplier was recorded as 
a function of detector position, r. 

When the number density of the scattering centers is small, the 
water in the tank obviously cannot be characterized as a semi-infinite 
media: however, for this case only single and double scattering are 
important. When the number density of scattering centers is large, 
multiple scattering is important and the water in the tank may be 
characterized as semi-infinite. The painted bottom and the trap 
minimize reflection from the bottom. In addition, the walls of the 
tank, being smooth glass, reflect specularly. Using Fresnel's relations, 
this interface reflects less than five percent. Tests were run to deter­
mine the wall effects by acquiring data with the laser incidence po­
sition shifted toward a wall of the tank. The result was that the walls 
of the tank were far enough from the scattering volume of interest that 
the reflectance of the tank walls was negligible. Thus, the experi­
mental set-up simulated the theoretical situation. 

Data Acquisition Procedure . Starting with distilled water, the 
amount of radiation scattered normally out of the water was recorded 
as the probe of the detector assembly was moved radially from the 
center of the laser beam. Once the data set was taken, more scattering 
centers were thoroughly mixed into the water and the process was 
repeated. White latex paint was used for the scattering centers pri­
marily because uniform sized latex particles are extremely expensive. 
Because of the wide variation of sizes and indices of refraction of the 
particles in the paint, the paint was modeled as isotropic. Latex paint 
contains components whose average sizes are [15]: latex—0.7 micron, 
titanium dioxide—0.2 to 0.3 microns, extender pigment, calcium 
carbonate—1.4 microns (average), silica, etc. Examination of the 
particle sizes would suggest that the particles scatter predominantly 
in the forward direction (based upon Mie Theory). If the concentra­
tion of the particles were available, one could calculate the scattering 
phase function and scattering and absorption coefficients. However, 
no data concerning the particle concentrations were available from 
the manufacturer. As an alternative, the extinction coefficient was 
measured using transmission values obtained by a spectrophotome­
ter. 

Even though some of the particles of the paint are large, no settling 
or other discernable time variations were noticed for several hours. 
This observation was justified by the acquisition of data for various 
concentrations at several time intervals. That is for a given concen­
tration (thoroughly mixed) a data set was acquired in 15 min or less. 
Without remixing, the data was reacquired after time intervals from 
30 to 60 min. In addition, this given concentration was allowed to sit 
undisturbed for more than 48 hrs. It was then remixed and a data set 
reacquired. The result was that there was essentially no difference 
in the data for all cases. 

The raw data of this study were adjusted slightly before plotting. 
That is, the photomultiplier tube (PMT) dark current level was 
subtracted from the voltage measurements and the location of the 
center of the laser beam was subtracted from the position reading of 
the detector. 

In order to tie the theory and experimental results together, one 
needs, 1) a relationship between detected voltage V and emerging 
intensity IN, 2) a relationship between particle concentration N and 
optical thickness rr and 3) the power of the incident laser beam. These 
relationships are discussed in the next section. 

R e l a t i o n of E x p e r i m e n t t o T h e o r y 
In order to relate the raw experimental values to the theoretical 

results, one must analyze what the detection system "sees." Fig. 3 il­
lustrates the "seeing portion" of the detection system. The intensity 

Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L i g h t Tube To P.M.T, 

0.38 cm 

SCATTERING MEDIUM 
Fig. 3 Drawing of ths barrel. 

of the scattered radiation which eventually gets to the PMT is in­
versely proportional to the area (irRo2) and the solid angle Aa> and 
directly proportional to the detected power (in watts) 

u wRo2&a 
(8) 

The value of AM may be determined from the acceptance angle of the 
detection system, i.e., 

Aw = 2TT(1 - cosOm). (9) 

The actual power producing the intensity must be related to the 
measured voltage. Prom an independent laboratory experiment the 
conversion factor, which is gain dependent, is 2.0 X 10 - 7 watts/volt. 
Therefore, 

V1Q-7 

exp ~ w2R0
2(l -- cos 6m) 

(10) 

where V is the voltage reading in volts. 
Using the Gaussian distribution given by equation (1) the power 

incident on the water, P;, is 

J
-a OT f ft, 2jr f* 1 

o L Jo Jo 
(rr, jx, tj>)ndnd<t> rdr = 7rro2I,-. (11) 

Pi was measured with a Jodon model 450B optical power meter. 
Typically this measured value of P; was from 18 to 20 MW. Thus, the 
experimental equivalent of the ratio lN(rr)/Ii becomes 

e ! £ p 

Ii 

r0
2V 10-7 

(12) 
7rRo

2PiU~cos0m) 

Tests were run [4] to insure that the flux distribution of the incident 
laser beam was Gaussian. The flux passing through a narrow slit was 
measured as the slit was moved across the laser beam. This yielded 
a distribution from which it was possible to determine the value of 
>~Q. It was defined as the radial distance where the ratio of the flux 
received to that at center of the beam was 1/e. The value of ro was 
estimated to be 0.1 cm. The effective radius of the incident laser beam 
was defined differently in [4]. 

Equation (12) is complete except for the interpretation of 0m. We 
have tacitly assumed in this derivation that the power detected would 
be a constant with respect to angle of incidence of the fiber optics 
bundle. This is not the case. The power transmitted depends on angle 
as shown in Fig. 4. The characteristics of this barrel are discussed in 
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Fig. 4 Angular acceptance curse o! She barrel and no-barrsl configura­
tion. 

detail in [4]. The effective acceptance angle is defined as 

T(6 = OKI - cos2 T(0) cos 0 sin Odd. (13) 

Assuming I 
becomes 

is small (sin 8 c* 0 and cos 0 ~ 1 - 02/2), equation (13) 

02 = 2 f 
Jo 

T(8) 
•6d6. (14) 

Tifi = 0) 

Using the values of T(8)/W = 0) from Fig. 4, a 6 of 2.75 deg (0.048 rad) 
was computed for the barrel configuration. 

Therefore, equation (12) becomes 

I exp 

ii 

r0
2 V 10-

7rL0floJ \Pi' 
io-7 (15) 

7ri?o2P;(l-cos( 

Ro and ro were measured [4] to be 0.190 cm and 0.1 cm respectively. 
This equation becomes 

- H = 7,7X 10"6 

Ii 

V 
(16) 

when the values of the various parameters are inserted where V is in 
volts and P; is in watts. Inspection of equation (15) reveals that the 
experimentally determined intensity is very sensitive to the values 
of ro, Ro and 0. The sensitivity of the results to ro can be eliminated 
by comparing the experimental results with equation (5), i.e., 

^ 2 = 7 , 7 x 10-4 (1) r2 ( 1 7 ) 

r0
2/i W 

In order to obtain values of the optical thickness, the scattering 
cross section for paint had to be determined. It is convenient to write 
7> in terms of the paint volume concentration {(volume of latex paint 
per unit volume of water plus latex paint) and the effective scattering 
coefficient, c. Thus, one can write 

£ = Wird3/6 (18) 

where d is the effective particle diameter. This allows the optical 
thickness to be written as 

rr = mCScahds]r = £cr (19) 

where c is the scattering cross section divided by the effective particle 
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volume. The value of c was determined by making transmission 
measurements through aqueous solutions containing known con­
centrations of scattering particles with spectrophotometer. The value 
of c that was obtained at X = 0.6328 microns (X measured in air) was 
8390 c m - 1 for latex paint. The same experimental process yielded 
experimental values for latex spheres which agreed well with Mie 
Theory calculations of the cross section. 

An effective value of c equal to 839 cm'1 was used to correlate the 
experimental and theoretical results reported herein. The reason for 
the good agreement is probably because strong forward scattering of 
paint effectively reduces the scattering coefficient [14,16,17]. 

R e s u l t s a n d D i s c u s s i o n 
Figs. 5-7 show representative results of the comparisons of the 

experimental data to the theory. The experiments were all carried out 
with a He-Ne laser (X = 0.6328 microns). The tank was filled with 
15,820 cm3 of distilled water, which yielded a water depth of 21.6 cm. 
Latex paint was used to produce the scattering centers. The size of 
the detection system was such that the minimum radial position for 
which data could be taken was about 0.95 cm away from the center 
of the incident laser beam. This restricts r/ro to be greater than 10. 
The lower end of the barrel was 0.64 cm above the water surface. 

Pig. 5 presents the influence of changing the concentration of 
scatterers. It shows the experimental and theoretical results for the 
nondimensional scattered intensity as a function of the radial optical 
distance from the center of the incident laser beam for a representa­
tive set of paint concentrations (rra values). For small values of r r and 
rro the experimental intensity is larger than the predicted value. This 
behavior can be explained by considering reflection off the bottom. 
If the tank bottom was perfectly absorbing, the finite optical depth 
(NCscaL) would reduce the number of scattering events as compared 
to the semi-infinite case. Consequently, the detected intensity would 
be less. Therefore, the increase in intensity is due to reflection off the 
bottom of the tank. The light trap is unable to completely absorb all 
the laser radiation that reaches the bottom. At larger values of rr, the 
experimental and theoretical results agree very well. One should also 
note that the scattered radiation intensity leaving normal to the upper 
surface of the medium decreases rapidly as i> increases for each 
constant value of concentration (T>0). 

Fig. 6 illustrates data similar to those of Fig. 5, except that the 
scattered intensity is plotted as a function of concentration (rro) at 
several constant values of r/ro so that it may be compared to the re­
sults of equation (5). Close to the incident beam and at small values 
Tro the experimentally detected intensity is larger than the theoretical 
predictions, because of reflection off the bottom. At large values of 
7>0 and r/r0 the experimental data are lower than the theoretical 
predictions because of absorption by the latex paint (the albedo is not 
exactly equal to one). For other than these situations, the experi­
mental and theoretical results compare favorably, except that the 
experimental data peak at smaller values of r r o than the theory pre­
dicts. Reasons for this behavior are discussed below. One should note, 
as discussed earlier, the scattered intensity goes through a maximum 
as the concentration of scattering particles increases. 

The value of r ro where the maximum scattered normal intensity 
occurs is shown in Fig. 7. The relationship between the maximum 
value of the scattered intensity and rro as given by equation (7) is 
plotted in Fig. 7 as the solid line. The experimental values shown on 
Fig. 7 were taken from graphs like that of Fig. 6. Each of the experi­
mental points shown represents a different value of r/ro. The com­
parison of the theory and experiment as shown in Fig. 7 is fair; how­
ever, the slopes of the theoretical and experimental data are about 
the same. Plotting the theoretical and experimental results in this 
manner vividly points out their differences. The reason for the poor 
agreement is due to a combination of things such as: 1) inaccurate 
estimates of peak intensities from experimental data, 2) inaccurate 
measurements of the concentrations of paint (£), 3) inaccurate cross 
section value for paint, (c), 4) inaccurate value of 0, 5) absorption of 
the latex paint, 6) inadequate theoretical model which has assumed 
nonabsorbing isotropic scattering particles and a refractive index of 
unity. 

LATEX PAINT 

r, -o.o 
0.00592 

, rr « 0.002 96 

1 T. » 0.00099, 

T r - 0 . 0 0 0 4 9 [, 

Fig. 5 The effect o! changing the scatter concentration on the intensity 
leaving the surface as a function of the radial optical distance from the center 
of the Incident laser beam. The solid lines are the theoretical results and the 
circles are the experimental data. 

iexp 

LATEX PAINT 

Fig. 6 intensity leaving the medium as a function of rro for several values 
of r/r0. The solid lines represent the theoretical data and the circles the ex­
perimental data. 

10 ,-3 

J _ _ l ' ' ' ' ' 

I0U 

Fig. 7 The maximum value of the radial distribution of the Intensity leaving 
the surface of the scattering medium as a function of rro. The solid line rep­
resents the theoretical results and the circles represent the experimental 
data. 
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Fig. 8 The universal function g(r,) versus T,. The solid line represents the 
theoretical results and the circles represent the experimental data. 

Analysis of the theoretical data as shown in Fig. 1 yields the rela­
tionship given as equation (5) that reduces all of the data to a single 
curve. This curve is presented as Fig. 8 where (r/r0)2/exp//; is plotted 
as a function of rr. In this presentation, one loses the discrimination 
of the effects of the individual concentrations. One can see that the 
experimental results compare well with the theoretical values except 
at very small r r and large rr. At small rr (i.e., small paint concentra­
tions) the finite depth of the experimental medium negates the 
semi-infinite depth assumption of the theory. At large r r (i.e., large 
paint concentrations) absorption by latex paint negates the pure 
scattering assumption of the theory. 

S u m m a r y 

A comparison of theoretical and experimental results of two di­
mensional, multiple scattering is presented. The results point out the 
importance of considering multiple-scattering and multi-dimensional 
analysis, since single scattering analysis predicts zero intensity leaving 
normal to the medium. The agreement between experiment and 
theory is good. 

An interesting feature of this study is that the intensity leaving the 
medium can be expressed in terms of a universal function g(r r). Thus, 
instead of taking data for various particle concentrations, data can 
be obtained for one particle concentration and plotted in the form of 
Fig. 8. This yields essentially all information about the intensity 
leaving the scattering medium in the normal direction. The theoretical 
maximum of the universal function g(r r) occurs at r r = 3.345; there­
fore, from the experimental results the scattering coefficient of the 
medium can be estimated. The location of the maximum does not 
require a highly calibrated detector. This result should be of great 
interest in remote sensing. 

Comparison of the isotropic scattering theory with the results of 
the experiment reveal excellent agreement for latex paint. Probably, 
the reason the isotropic model agrees so well is because the paint can 
be characterized by a phase function with a strong forward component 
and an isotropic background and the results for this phase function 
are identical to the isotropicresults when the albedo is unity [14]. The 
main disagreement occurs in the location of the maximum in the curve 
of Fig. 8. This disagreement is probably due to anisotropic scattering 

and the assumption of a refractive index of unity. Only further the­
oretical work coupled with controlled experiments will resolve these 
questions. 

Multi-dimensional, multiple scattering radiative transfer offers 
many interesting challenges for future work. The effects of anisotropic 
scattering, refractive index of the media, finite depth (thus reflection 
characteristics of the bottom) and absorption by the particles should 
be investigated. Also, the difference in the location of the theoretical 
and experimental maximum of the universal function g(rr) needs 
further investigation. 
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Multi-Dimensional Radiatiwe 
Transfer in Nongray Gases-
General Formulation and the Bulk 
Radiatiwe Eichange Approiimation1 

The present paper presents a general formulation of the radiative heat flux and its diver­
gence for multi-dimensional radiative problems involving nongray absorbing-emitting 
gases. The expressions obtained are in terms of total band absorptance rather than the 
spectral absorption coefficient. Thus the frequency integration is eliminated, and the ex­
pressions are more compact. They avoid the necessity of detailed spectral absorption coef­
ficient data for radiative transfer computations. Also presented is the bulk radiative ex­
change approximation together with its refinement. It is proposed to circumvent the 
mathematical complexity inherently imbedded in nongray multidimensional problems. 
The approximation, which is valid in the optically thin and thick limits, is found to be 
general and useful, not only because of its simplicity, but also because of its accuracy in 
all optical conditions. 

I. In t roduct ion 

The process of radiative transfer through an absorbing-emitting 
medium is quite complicated. This is due to the fact that radiative 
transport is essentially an "action at a distance" type of process. In 
other words, any elemental medium not only exchanges radiant energy 
with all other elements but also with its bounding surfaces. This re­
sults in complicated expressions for the radiative flux and its diver­
gence, involving integrations with respect to frequency, spatial 
coordinates, and solid angle. In a rigorous formulation of the diver­
gence of the radiative flux, it is expressed in terms of the spectral in­
tensity, which satisfies the radiative transfer equation. The spectral 
absorption coefficient appearing in the transfer equation is a complex, 
irregular function of frequency, which renders the calculation of the 
radiative flux and its divergence a formidable task. Consequently, the 
applicability and validity of infrared radiative transfer analyses de­
pend largely on the simplicity and accuracy of the absorption model 
for the spectral absorption coefficient. 

Taken from the dissertation submitted to the Faculty of the Polytechnic 
Institute of New York in partial fulfillment of the requirements for the degree 
of Doctor of Philosophy (Mechanical Engineering), 1976. 

Contributed by the Heat Transfer Division of THE AMEHICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the AlChE/ASME Heat Transfer 
Conference, Salt Lake City, Utah, August 15-17, 1977. Manuscript received 
by the Heat Transfer Division February 10,1977. Paper No. 77-HT-51. 

The gray gas approximation is the first attempt to reduce the 
complexity of radiative transfer problems by assuming that the ab­
sorption coefficient is independent of frequency. This simplifies 
greatly the formulation of radiative transfer problems and makes the 
differential approximation to the exact formulation possible. Con­
siderable works have been focused on establishing suitable models 
for the spectral absorption coefficient. The total emissivity [1], 
modified emissivity [2], and transmission functions [3] have been 
employed to treat nongray radiative transfer problems. A recent re­
search trend is to formulate nongray radiative transfer problems in 
terms of the total band absorptance [4-6], which is a well correlated 
function and more convenient to use than the spectral absorption 
coefficient. 

More recently, the total band absorptance has been integrated with 
respect to solid angle for any geometries to form a single quantity 
termed as the geometric band absorptance [7] or slab band absorp­
tance [8]. Naturally, it is more useful than the total band absorptance 
in the formulation of nongray radiative transfer, as it can eliminate 
both the frequency and solid angle integrals. The utility of the total 
band absorptance and the slab band absorptance in analyzing infrared 
radiation problems have since been well recognized [9-12]. 

Most of the existing methods for nongray gases are too cumbersome 
and impractical for use in all but the simplest case of one-dimensional 
problems. In view of such difficulties, Chan [13] has proposed a decay 
time approximation, aiming to treat nongray and geometrically 
complicated problems of engineering interest. The divergence of the 
radiative flux is explicitly expressed in terms of temperature in a 
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simple algebraic form. Though it provides good qualitative results, 
it has not been able to yield good quantitative results, as has also been 
noted by Cess [14]. 

A review of the previous works on nongray radiative transfer reveals 
the following deficiencies: first, the radiative flux for nongray gases 
has been formulated in terms of the total band absorptance for one-
dimensional planar geometry but the formulation has not been ex­
tended to general three-dimensional geometries; secondly, it is the 
divergence of the radiative flux rather than the radiative flux itself 
which is needed in the energy equation. Nevertheless, the conven­
tional practice tends to formulate the radiative flux first and then take 
the divergence of the radiative flux expression. In one-dimensional 
problems, this procedure can often be carried out, but this is not 
necessarily the case in two or three-dimensional problems. In fact, 
for multi-dimensional systems, the differentiation of the radiative 
flux with respect to spatial coordinates is always tedious and com­
plicated, if not totally impossible. Finally, the complicated integral 
form of the divergence of the radiative flux, once introduced into the 
energy equation involving other modes of energy transfer, usually 
results in an integro-differential equation. For a gray gas, the inte-
gro-differential equation can be simplified to a differential equation 
by approximating the angular variation of the spectral intensity. 
However, the same kind of practice is not useful in nongray gas 
analysis since, in addition to angular dependence, the frequency de­
pendence of the spectral intensity is almost impossible to approxi­
mate. Consequently, many gray gas techniques are either inapplicable 
or inadequate for solving nongray radiative transfer problems. Ap­
proximate methods for nongray gases are relatively rare, and the so­
lution of nongray problems often has to resort to numerical tech­
niques. 

In view of the aforementioned deficiencies, we are aiming to pro­
vide: 

1. a general formulation of the radiative heat flux and its diver­
gence for absorbing-emitting nongray gases in terms of the total band 
absorptance for multi-dimensional configurations, 

2. an approximate method that can greatly reduce the mathe­
matical complexity of nongray, multidimensional problems, 

3. analytical solutions based on the proposed method. 
The first two are presented here while the last is to be reported later 

2. A G e n e r a l F o r m u l a t i o n of t h e R a d i a t i v e H e a t F l u x 
a n d i t s D i v e r g e n c e 

2.1. Equations of Radiative Transfer . Consider an absorbing, 
emitting, scattering medium confined within solid walls of arbitrary 
configuration as shown in Fig. 1. The confining walls may be an en-

77/7/77/ 

Fig. 1 Physical model and coordinate system 

closure or a long channel, and the gas in local thermodynamic equi­
librium may be at rest in the closure or flowing through the channel. 
A beam of intensity I„(r, Q), traveling in the direction £, satisfies the 
equation of radiative transfer 

£-VI„ = Y X + KJb, - (1) 

where 1„ is the mean spectral intensity, !),„ is the spectral Planck 
function, Y„ is the spectral scattering coefficient, K„ is the spectral 
absorption coefficient, and /?„ is the spectral extinction coefficient. 
The present study is concerned with absorbing-emitting gases whose 
scattering effect is neglected. Then the formal solution to the equation 
of radiative transfer is 

IAp) = h(Pu,)eS^KAOdi 

+ KAp')hAp')e~So' K.widr' (2) 
o 

where the first term on the right side represents the contribution from 
the wall to the intensity at p and the second term the contribution 
from the intervening gases between p and pw. In equation (2), the 
origin of the coordinate system is chosen at the point p . 

2.2. Total Band Absorptance and Geometric Band Absorp­
tance. For molecular gases with discrete rotational-vibrational 
bands, the total band absorptance is defined as 

- N o m e n c l a t u r e -

A = total band absorptance 
Ao = band width parameter 
Ag = slab or geometric band absorptance 
Aw = surface area 
B = line width parameter 
C0 = correlation parameter 
Cp = specific heat at constant pressure 
EK = Planck function evaluated at vc (= 

Eb = ffr
4 

En = exponential integrals, fj ixn~2 e~u/>l 

dix 
f = 2.94 (1 - exp (-2.60/3)) 
h = distance between two parallel walls 
I = So h(Pw)di) 
I,. = spectral intensity 
/,. = spectral mean intensity, J"4„ I„dQ 
Ibv = spectral Planck function 
I„c = spectral intensity evaluated at <v 
hvc = spectral Planck function evaluated at 

K„ = spectral absorption coefficient 
K - thermal conductivity 
£ - unit vector in the direction of p~pm 

Lm = mean beam length 
p = a point or pressure 
Pm = a point on the walls 
pe = total pressure 
Pj = a point within the gas 
qr = radiative heat flux 
rw = distance between the point p and the 

point pw 

S = total band intensity 
t = time 
tr = radiative decay time 
T = temperature 
Ti, Ti, Tw = temperature at the two parallel 

walls 
u = optical coordinate, Spx/Ao 
Uh = optical thickness, Sph/A0 

V = volume 
x = physical coordinate measured from wall 

1 
/3 = line structure parameter, B2pe 

ft„ = extinction coefficient 
7 = Euler-Maclaurin number, 0.5772156 
7„ = scattering coefficient 
p = density 
fi = solid angle 
n = cosine of the angle made by the direction 

of propagation of radiation and x coordi­
nate or dynamic viscosity 

a = Stefan-Boltzmann constant 
vc = frequency at the band center 

Superscr ip t 

' = refers to any point in the gas or differen­
tiation with respect to the argument indi­
cated. 
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A{r)> S (1 .e-s<rK.wi)d» (3) 

There are numerous explicit expressions for the total band absorp-
tance in infrared radiation [4-6]. For example, according to the widely 
used Edwards exponential band model, the total band absorptance 
for overlapping line bands is given by 

A(u) = A0(£nu + El(u) + y) (4) 

where u is the optical coordinate, y is the Euler-Maclaurin number, 
and En is the exponential integral. 

When the total band absorptance is integrated over the whole body 
of the radiating medium, the resulting quantity is termed as the 
geometric band absorptance [7], 

1 
As(r) = - f A(r) cos 0ida 

{ ~ { (1 - e-'kr)dvdAj 
J A irr1 JhmA 

(5) 

where r is the distance between the area element dAi at the origin p 
and the area element dAj at the boundary; m and HJ are the cosines 
of the angles between r and the normal to dAi and dAj, respectively. 
Explicit expressions are available for a slab geometry [8,15] as well 
as arbitrary geometries [7]. For the slab geometry, equation (5) re­
duces to the Edwards's slab band absorptance, 

Ag(u) = 1 A(u/ii)2jidfi (6) 

2.3. Formulation of the Divergence of the Radiative Flux. 
From equation (1) and the definition of the radiative flux 

qr = f ("° ehdvdSl, (7) 
*/4TT Jo 

the divergence of the radiative flux can be formulated as 

V - 9 r = f ("° KMb,-h)dvdQ 
J Ait Jo 

Upon substituting /„ from equation (2), the resulting equation is 

V • qr = 4ir J KAp)hAp)dv 
Jo 

- f f " K„(p)IApu,)eSor»K,{&di-dvda 
J An Jo 

- f f" C"'KAp)KAp')h,(p')e-Sa'''K'Wtdr'dvdQ (8) 
JA-K JO JO 

The above equation is complex and cumbersome for use in radiation 
transfer calculations. A simpler form of V-qr using the total band 
absorptance is developed next. 

For the sake of simplicity in notation, it is assumed that the mo­
lecular gas has only one vibrational-rotational band. The following 
analysis is also applicable to the gas having more than one band. Since 
the Planck function within a wide band can usually be approximated 
by its value at the band center, equation (8) becomes 

V • qT = 4irlbi,c(p) I K„(p)dv 
J An 

- f hc(pw) f KAp)e-5^KM)didvdU 

" f f r " /6 ,c (p ' ) f KApW{p')e-Sf KAQdidvdr'd^. (9) 
JAT J 0 J &i> 

Employing the frequently used assumption that K„ is a weak function 
of temperature, it reduces to 

V.q r = 4Tr/6„c(p)(JA K,dvJ 

- f /«(/>«,)( f K,{pu)e-S<r-KMdtdl\da 
Jin W A » I 

~ Sir Si" hyc(p,) ( X K''l{P')e'U'' ^^ d>') dr'dQ (10) 
The bracketed terms can be replaced by the total band absorptance 
and its derivatives as 

f K4» = A'(0) (11a) 

f K.[pw)e-SfK.Wid»-A'(Tw) (lib) 
J Ac 

and 

f KZ(p')e-S°''K>Wdldv= -A"(r') 
J Ai> 

(lie) 

Substituting equations (11a) through ( l ie) into equation (10), we 
have 

V.<jr = 47r/6„ c(p)A'(0)- f Ivc(pw)A'(rJdQ 
J 4TT 

j Ib„Ap')A"(r')dr'dQ (12) 
47T JO 

Note that the first term in equation (12) can be written as 

4ir/6«(p)A'(0) = f /6„c(p)A'(0)d« 
Jin 

= f IbrAp)A'(rw)da+ f /6„ c(p)(A'(0)-A'(r„,))dfi 
jA-n J A* 

= f h„Ap)A'(rw)dQ~ C fr"lbl,Ap)A"(r')dr'dQ (13) 
J 4TT J AIT JO 

Introducing equation (13) into equation (12) results in 

V-<?r= j (h,Ap)~hc(Pw))A'(rw)dQ 

J AT 
- f {rW(h„Ap)-h»Ap'))A»(r')dr'dQ (14) 

J A* Jo 

The physical meaning of the above equation is clear. The first term 
on the right side gives the net exchange of radiant energy between the 
gas element at p and the walls while the last term gives the net ex­
change between the gas element at p and the other gas elements. Upon 
partial integration of the last term, equation (14) can be expressed 
in terms of the first derivative of the total band absorptance as 

V - ? r = f (huc(Pw) -IAPw))A'(rw)dU 

r rr- dh„Ap') .,. ,. , , J r i ,„. 
_ | i A'(r')dr'dU (lo) 

J At Jo dr' 
This form of V-qr is more desirable than equation (14) for problems 
involving black bounding walls with no temperature jumps, because 
the first term vanishes in this case. 

Either equation (14) or (15) is applicable to multi-dimensional 
problems of radiative transfer in nongray gases. The troublesome 
absorption coefficient which varies rapidly and irregularly with fre­
quency has been replaced by a well behaved and correlated func­
tion—the total band absorptance. The advantage of employing the 
total band absorptance is well known in recent studies of one-di­
mensional nongray gas between two parallel plates [10,16]. 

For later reference, equation (14) is written in Cartesian coordinate 
system for planar geometry bounded by two parallel black walls at 
nonuniform temperatures as shown in Fig. 2, 

V • <?r = I V (x) + Ag'(h - x)] • E,Ax, y, z) 

~ C f~ En[Ti(y',z')]A'(rH — dy'dz' 
J~a> J~<n 7[Tl 

J — in J ~i 
EAT2(y', z')]A'(r2) ^ — ^ r f / d z ' 
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T. ( y . 

Fig. 2 Parallel plate coordinate system 

f " f " f [Erc(x,y,z)-Eve(x',y',z')] J-™ J-& Jo 

7r(r')2 
dx'dy'dz' (16a) 

where 

and 
Ag'(x) = dAg(x)/dx 

ri= [x2 + (y - y ' ) z + (z - , z ' ) 2 ] 1 / 2 

r2 = [(x - /i)2 + (y - y ' ) 2 + (z - z ' )2]1 / 2 

r' = [(x - x'Y + (y - y ' ) 2 + (z - z')2]1 / 2 . 

The x coordinate is normal to the wall and y and z coordinates are in 
a plane parallel to the wall. For one-dimensional cases where the walls 
are at two different but uniform temperatures, equation (16a) reduces 
to 

V-qr=(Erc(T)~Erc(Ti))As'(x) 

•¥(Evc(T)~E,c(T2))Aa'(h~x) * 

- J" (E„AT) - EK(T'))As"(x - x')dx' 

- £ (Erc(T) - Evc(T'))Ag"(x' - x)dx' (16b) 

2.4, Bulk Radiat ive Exchange. It is interesting to note that 
there exists a simple expression for the net exchange of radiative en­
ergy between the entire gas volume and its surroundings. By changing 
the second term on the right side from spatial and solid angle integrals 
to volume integral, equation (14) becomes 

v - 9 r = f (hAp)-hc(pJ)A'(rw)dQ 
*J Air 

- f (/te(p)-/b«(p'))7j?dV (17) 
Jv (r ')2 

Integrating both sides of equation (17) with respect to volume, the 
last term drops out because in the integration it contains the pair el­
ements like (IbvAp) - Ib»c(p'))A"(r')/(rTdV'dV and (h.Ap') ~ 
hK(p))A"(r')/(r')2dVdV', which cancel each other. Therefore, 
equation (17) reduces to 

f V.<? rdV= f f (Ib„c(p) ~ hc(Pw))A'(rw)dadV (18) 
JV <J V J4x 

Equation (18) simply states that the net energy transferred out of a 

gas volume V through radiation is equal to the sum of net exchange 
of energy between each individual gas element and its bounding 
surfaces. If the integrand in equation (18) is a continuous function 
of coordinates, then according to the mean value theorem, there exists 
a point P( in the gas such that 

(V • qr)P ; = J (hvc(Pz) ~ IK(pJ)A'(rw)dQ (19) 

In comparing equation (19) to equation (17), we see that within a 
system of any optical thickness, there always exists a location at which 
the gas-to-gas radiation exchange is identically zero. This will serve 
as a basis for the approximation to be proposed in the next section. 

The averaged V-qr follows immediately from equation (18) as 

(V-<?r)a 

V JV Jiir 
(hAp) - IAPw))A'(rw)dttdV (20) 

Under the conditions that the temperature variation is small over the 
entire radiation field and radiosity is uniform, we can make use of the 
slab band absorptance and Chan's approximation [7], Ag = A(Lm), 
reducing equation (20) to 

(V • qr)avg. = (hn(p) - Ivc(Pw)) 
wA(Lm)Au 

(21) 

where Lm is the equivalent mean beam length of the configuration 
under consideration. Equation (21) is the same as the decay time 
approximation used in the astrophysical and meteorological litera­
ture. 

2.5. Formulat ion of the Radiat ive Flux. For completeness, 
a similar formulation of the radiative flux itself is also presented. 
Referring to Fig. 1, the radiative flux at the point p in the direction 
ofiis 

qr= f f Ijdvda 
<JAir i /O 

= f f " IApJe-so"°KM)d!£di:dtt 
J An Jo 

+ C ("° f ' " 'KAp')hAp')e- f« r 'K ' ^di edr'dvdU (22) 
Jiir JO Jo 

The first term in equation (22) represents the radiative flux at the 
point p contributed by the emission and reflection from the walls 
while the second term by the emission from the gas. Employing the 
total band absorptance, equation (22) yields 

Qr= f I(pJ£dQ- f I„APu,)A(ru,)£da 
Jin Jit 

I Ibl,Ap')A'(r')£dr'dQ, (23) 
*• JO 

where 

HPW)= r° 
Jo 

IAPw)dv 

In equation (23), the first term on the right side represents the radi­
ative flux which could exist if the gas were absent; the second gives 
the portion of the wall radiation which is absorbed by the gas and the 
last term indicates the emission from the gas which arrives at the point 
p . Alternatively, with partial integration of the last term, equation 
(23) becomes 

qr= f I(pu,)£dU+ f (IbuAPw) ~ hAPw))A(rw)£da 

_ r r**!hs!E2Mr,)idr,dQ m 
J Air Jo dr' 

For radiative transfer problems with black walls and no temperature 
jumps at the walls, the second term drops out and, consequently, 
equation (24) is simpler than equation (23). Again, for nongray planar 
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systems with black walls at different uniform temperatures, the 
radiative flux reduces to 

qr = EbiTJ - Eb(T2) - (EK(TMg(x) - Erc(T2)Ag(h - x)) 

+ ("' EK(T')Ag'(x-x')dx' - f Erc(T')Ag'(x'-x)dx' (25) 

where JE(,(TI) = erTi4and.£(,(T2) = crT2
4and<jr is the component of 

the radiative flux normal to two parallel walls. 

3. The Bulk Radiative Exchange Approximation 
3.1. The Bulk Radiative Exchange Approximation. Upon 

the substitution of the expression for the divergence of the radiative 
flux into an energy equation, the temperature field within the gas can 
be found. However, the resulting energy equation is generally too 
complicated to allow for analytical solutions even for the simplest case 
of one-dimensional problems and often it must resort to elaborate 
numerical schemes which are time-consuming and not necessarily 
accurate. Therefore, it is desirable to have an approximate expression 
for V-qr which can greatly simplify the energy equation. 

An inspection of equations (14) and (19) suggests that 

V-? r(p)= f (hAp)~Lc{Pw))A'(rw)dQ (26) 
<t/ Air 

may be a good approximation under certain conditions. Indeed, this 
is the case for the optically thin limit because the gas-to-gas exchange 
approaches zero in this limit. This can be easily seen from equation 
(14) where the kernel A"(r') is an order smaller than the other kernel 
A'(rw) in the optically thin limit. For any other optical conditions, 
equation (19) has demonstrated that the above approximation is exact 
at at least one location within the system of interest. Furthermore, 
as shown in equation (20), the average of the above approximation 
for V'<jr over the entire gas volume yields an identical result as that 
using the exact expression. Therefore, it assures the approximation 
to be qualitatively, if not quantitatively, correct for optical conditions 
other than the optically thin limit. It should be noted that the present 
approximation is different and better than the conventional optically 
thin limit approximation which can be obtained by replacing the term 
A'(rm) in equation (26) by the absorption coefficient. Since the ab­
sorption coefficient corresponds to a limiting value of A'(rw) when 
the path length approaches zero, the present approximation, equation 
(26), which is termed as the bulk radiative exchange approximation, 
is expected to be more general and applicable to a wider range of op­
tical thickness than the optically thin approximation, as the latter 
neglects the gaseous self-absorption but not the present approxima­
tion. 

The ability of a local gas element to transport energy by radiation 
should depend on not only its emissive power but also some function 
of the local optical length such as A'(rm), which varies from point to 
point. The present approximation does account for such a variation, 
but not the decay time approximation equation (21), because the 
latter contains the quantity A(Lm), which is constant for a given 
system. Consequently, the bulk radiative exchange approximation 
is also expected to yield better results than the decay time approxi­
mation. 

It is interesting to point out that for black walls with a given non­
uniform temperature, Ivc(Pw) is known. Then, the bulk exchange 
approximation is not an integral equation; it is an algebraic equa­
tion. 

The largest error which might arise in the application of the ap­
proximation occurs when the system of interest is optically thick. In 
this case, the gas-to-gas exchange term may become appreciable in 
comparison with the gas-to-wall exchange term. In the following 
section, an attempt is made to incorporate the gas-to-gas exchange 
term to improve equation (26). 

Before proceeding to the next section, it is noted that, for one-
dimensional parallel plate systems with black walls, equations (26) 
and (16b) reduce to 

V-qrS(EK(T)-EK(Ti))Ag'(x) 
+ (EAT) - EAT2))Ae'(h ~ x) (27) 
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3.2. The Kefined Bulk Radiative Exchange Approximation. 
As indicated in the preceding section, the gas-to-gas exchange term 
in equation (14) becomes significant in the optically thick limit. In 

fact, the bulk radiative exchange approximation can be easily ha. 
proved by retaining the first few terms in a Taylor's series expansion 
of the gas-to-gas exchange term. In a somewhat different context 
Sparrow and Cess [17] have discussed Taylor's series expansion 
technique for treating integral equations. Also Anderson and Viskanta 
[18] have obtained a radiative conductivity for combined conduction 
and radiation in nongray media by a similar technique. 

An inspection of equation (14) reveals that the kernel A" of the 
second term has a logarithmic singularity when the optical thickness 
approaches zero and decreases as -1/r'2 when the optical thickness 
becomes large. Therefore, only the gas elements immediately adjacent 
to the point p can contribute substantially to the radiative exchange 
with the element at p, making the Taylor's series expansion technique 
attractive. A Taylor's series expansion about p of the Planck function 
in the integrand of the second term in equation (14) is sufficient to 
insure a good approximation to the original equation when the first 
few terms are retained. Accordingly, a Taylor's series expansion of 
hAp') around the point p gives 

dr' \P'=P d(r')2\p'=p 2! 

Substituting this expression into equation (14), we have 

V-qr(p)= f \Ibrc{p)-hAPw)}A'(rw)d9. 

[rwA'(rw)-A(rw)]-^\ da 
4* or \p 

+ f (rj^A'(rw)~rwA(rw)+ f *" A(r')dr>) ̂ M da 
J4* V 2 Jo / d(r')2lP 

(28) 
In the optically thin limit, all the integration terms except the first 
vanish. If only the first term is retained, it reduces to the bulk radiative 
exchange approximation discussed above. Since such an approxi­
mation is quantitatively correct in the optically thin limit and, for any 
other optical conditions, at least qualitatively correct, the addition 
of the other terms appearing in equation (28) will undoubtedly further 
improve the accuracy of the approximation. 

An order of magnitude consideration of equation (28) will provide 
some knowledge about the magnitude of the terms in the Taylor's 
series expansion. In the optically thin limit, all the coefficients in the 
square brackets, except that of the first term in equation (28), vanish 
as expected. On the other hand, in the optically thick limit, i.e., large 
u, it can be readily shown that 

second term = 0 ( ) » third term = 0 (—) 

and that the terms after the third are even smaller. Therefore, the 
series converges extremely rapidly and, in the truly optically thick 
condition, only the second term involving the first derivative of h,c 
needs to be retained. 

Again for later applications, equation (28) for planar systems with 
black walls is written explicitly as 

V.qrS(Elc(T)~EATi))Ag'(x) 

+ (Em(T) - E,c(T2)Ug'(h - x) 

+ ((/i - x)Ag'(h - x) - Ag(h - x) - xAg'(x) + Ag(x)) —~ 

+ (~ {h - x)*Ag'(h -x)-(h- x)Ag(h - x) + A/'(fe - x) 

+ \x*Ag'(x) - xAg(x) + Agi(x)) ^ f (29) 
I I dxz 

where 

Ag'(x) = J Ag(x)dx. 
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It should be pointed out that, instead of integral equations, the bulk 
radiative exchange approximation, equation (27), is an algebraic 
equation and the refined approximation, equation (29), is a differ­
ential equation. Equation (27) is exact in the optically thin limit which 
hy no means is the same as the conventional optical thin approxi­
mation. The latter accounts for only emission but neglects the gaseous 
self-absorption while the present approximation does account for 
self-absorption. Furthermore, for other optical conditions, equation 
(27) is exact at one location within the gas body and at other locations 
a t least qualitatively correct as well. Thus, the present approximation 
without any refinement is far superior than the conventional one. A 
retention of one additional term will make it correct also in the opti­
cally thick limit. With two additional terms, excellent results can be 
expected even in intermediate optical conditions. 

For completeness, the same technique is used to expand equation 
(23) into series. Upon expanding h„c(p') into a Taylor's series around 
point p and substituting into the third term on the right side of 
equation (23), we have 

9r= f I(pw)ida+ f {IbK{p)-I„c(Pu,))A(rw)idQ 

+ f (rwA(rw)- r™ A(r')dr')^\ MQ + . .. . (30) 
JUTT \ Jo I dr \p 

Nevertheless, the series does not converge as rapidly as that of (V-qr) 
and is not as useful. For one-dimensional planar systems with black 
walls, it reduces to the form 

qr a E i tTO - Eb(T2) + (EK(T) ~ E^T^Agix) 

- (E„C(T) - Erc(T2))Ag(h -x) + i-xAg(x) - (h - x)Ag(h - x) 

+ Ag'(h - x) + AgKx)) -—— (31) 
dx 

4, C o n c l u s i o n s 

The radiative flux and its divergence have been formulated in terms 
of the total band absorptance for multi-dimensional problems in­
volving nongray radiating gases. For planar geometry, the slab band 
absorptance is utilized and the resulting expressions are even more 
compact. 

Derived from the expressions is the bulk radiative exchange ap­
proximation which is proposed to handle general nongray multidi­
mensional problems as it can greatly reduce the associated mathe­
matical difficulties by simplifying the original integral equation to 

algebraic or differential equation. The bulk radiative exchange ap­
proximation with its refinement is valid in the optically thin and thick 
limits. In the intermediate range, the approximation has been shown 
to be at least qualitatively correct. Therefore, we can expect the ap­
proximation to provide remarkable results for all optical conditions 
as to be demonstrated in subsequent papers. 
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Corresponding States Correlations 
of the Extreme Liquid Superheat 
and Vapor Subcooling 
A variety of corresponding states correlations are made for the maximum or minimum nu­
cleation temperatures obtained in many experiments by many workers. These correla­
tions reveal: 1) That the best correlation occurs when the reduced liquid superheat is plot­
ted against the reduced saturation temperature; and 2) that liquid superheat data corre­
late well and appear to fall near the spinodal line, while vapor subcooling data correlate 
poorly and fall far from the spinodal line. It is suggested that the published vapor subcool­
ing results have been inferred in invalid ways from the data. It is therefore not presently 
possible to know whether existing vapor nucleation temperatures are actually far from 
the spinodal line, or incorrect. 

Introduct ion 

Interest in locating the line of maximum liquid superheat lay fallow 
for many decades after the pioneering work of Kenrick, et al. [1]. This 
interest has been revived since the late 1950's by the intense phase-
change processes occurring in nuclear reactors and other modern 
equipment. Skripov, et al. [2, 3] have probably done more to define 
the liquid spinodal line than any other group. 

The last two decades have also seen a rising interest in locating the 
line of maximum subcooling. Yellott [4] observed the limits of 
water-vapor subcooling as early as 1934. He was interested in erosive 
condensation in the low pressure stages of steam turbines—a process 
that has continued to receive attention. An additional concern with 
"condensation shocks" in other applications has continued to spur 
this work, and indeed, it has gained momentum in the last dozen years. 
Brief reviews of these efforts are given up to 1965 by Pouring [5] and 
to 1975 by Barschdorff [6], There are several methods for bringing 
vapor to extreme values of subcooling, e.g.: 

1 Isentropic expansion in converging-diverging nozzles brings 
superheated vapor to a point of maximum subcooling at which 
droplets form. The vapor may be pure, or mixed with "noncondens-
ible" carrier gas. We shall present data obtained in this way by 
Pouring [5], Wegener and Pouring [7], Wegener, Clumpner, and Wu 
[8], Dawson, Willson, Hill, and Russell [9], Jaeger, Willson, Hill, and 
Russell [10], Kremmer and Okorounmu [11], Faro, Small, and Hill 
[12], Arthur [13], Binnie and Woods [14], Gyarmathy and Meyer [15], 
Head [16], and Willmarth and Nagamatsu [17]. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the AIChE/ASME Heat Transfer 
Conference, Salt Lake City, Utah, August 15-17,1977. Manuscript received 
by the Heat Division April 7,1978. Paper No. 77-HT-20. 

2 A rarefaction wave passes through slightly superheated vapor 
in a shock tube bringing it to a subcooled state at which condensation 
suddenly occurs. We shall present Barschdorffs [6] data for pure 
vapors mixed with a noncondensible carrier. 

3 A "diffusion cloud chamber" contains vapor and a noncon­
densible carrier in a one-dimensional thermally stratified chamber, 
condensing at the top and evaporating at the bottom. Owing to the 
character of the vapor-pressure curve the vapor reaches a maximum 
subcooling at a point in between. Here, a condensation cloud appears. 
We shall present data, obtained in this way by Katz [18], Heist and 
Reiss [19], and Katz, Scoppa, Kumar, and Mirabel [20]. 

It is customary to rationalize measurements of either of the limiting 
temperatures with some form of the nucleation theories of Volmer 
and Doring [21]. These are kinetic theories which anticipate that 
nucleation will occur when the thermodynamic potential barrier is 
on the order of the molecular kinetic energy. Furthermore, since these 
theories are probabilistic, they suggest that the limiting superheat 
or subcooling will decrease both with volume of the fluid and with the 
duration of exposure of the fluid to that temperature. To employ such 
theories one must introduce an experimentally determined nucleation 
rate. When this rate is on the order of 100/cm3s, a clean fluid will 
persist indefinitely. Nucleation limits occur when it is on the order 
of 1018/cm3s. The nucleation described by such theories is called 
"homogeneous" in that it does not involve any foreign elements in the 
fluid. Of course, all real nucleation might be viewed as inhomogeneous 
since it needs molecular fluctuations to occur. 

The problem we wish to address is that of finding out whether or 
not actual "homogeneous" nucleation approaches the spinodal line 
in the most rapid depressurization or heating processes. This in turn 
raises the question of specifying what the word "spinodal" means in 
relation to a real fluid for which the equation of state is not known. 
When we speak of the spinodal, we presume the following things about 
a real fluid. 

492 / VOL. 100, AUGUST 1978 Transactions of the ASME Copyright © 1978 by ASME

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 There is a unique p-v-T (pressure, volume, temperature) surface 
associated with any real fluid, which includes the hard-to-observe 
metastable regime and the unobservable unstable regime, 

2 This surface has one locus of local maxima and one locus of local 
minima between the coexistence curves, defined by (dp/dv)T = 0, 

3 Real nucleation points lie on this surface in the regions of neg­
ative (dp/du) r . 

4 This surface satisfies the Maxwell-Gibbs condition, ffs vdp = 
0, where / and g denote the saturated liquid and vapor curves. 

5 All features of the p-v-T surface, including the spinodal lines, 
obey the law of corresponding states which says that there exists a 
universal surface of the form: 

pr = pr(vr, Tr, a molecular parameter) (1) 

where pr, vr, and Tr are p, v, and T divided by their critical values pc, 
uc, and Tc. The molecular parameter might be a Pitzer or Riedel 
factor, or simply the critical compressibility, Zc = pcvc/RTc, where 
R is the ideal gas constant. 

6 A very careful measurement of the extreme subcooling or su­
perheating can be viewed as an attempt to approach as closely as 
possible to the spinodal limit. This measurement must necessarily 
fall short of the spinodal line; but how far short is an open question, 
largely because the locations of the spinodal lines are not known 
precisely. 

A Qualitative Use of van der Waals' Equation 
Most attempts to represent real p-v-T surfaces accurately are based 

upon measurements in the stable regime and they do not provide 
accurate descriptions of the metastable and unstable regimes. How­
ever, Lienhard [22] recently showed that van der Waals' classic 
equation of state 

Pr = 
87V 

3 D , - 1 
(2) 

was an accurate member of the family of real fluids, equation (1). 
Thus, we take the view that the van der Waals' equation is a legit­

imate representation of real behavior when Zc = %. It will not be ac­
curate for the actual fluids which have smaller Zc % but it will correctly 
show the form and tendency of all aspects of real behavior. Both 
spinodal lines of a van der Waals fluid can be obtained by combining 
equation (2) with 

T = * r,„ 
(3vr - l ) 2 

4vr
3 (3) 

It is also possible to calculate the van der Waals' vapor pressure 
curve by substituting it in the Maxwell-Gibbs criterion. The resulting 
vapor pressure curve is given by: 

87V. 

K "rf) 
-In 3»» - 1 

3u r , - 1 'rPn 
(4) 

where s denotes a saturation temperature or pressure. 
Equations (2) and (3) specify the liquid and vapor spinodal tem­

peratures TV, and 7Vgap as a function of Tr,. And equations (2) and 
(4) specify TV,. This trial-and-error calculation, originally done by 
hand for a few points, was recently redone on the computer by Ritchie 
[24], and Chen [25]. The resulting spinodal temperatures as given by 
van der Waals' equation are plotted as a function of Tra in Fig. 1. 

reduced saturation lemperature, T. 
's 

Fig. 1 Corresponding states correlations for Tn and Tr 

C o r r e s p o n d i n g S t a t e s C o r r e l a t i o n s of t h e D a t a 
We now return to our main problem—that of finding out whether 

or not nucleation occurs near the spinodal line. If nucleation data 
correlate, according to the law of corresponding states, on a line that 
has the same essential form as the van der Waals' spinodal line, then 
it will be a strong indication that homogeneous nucleation occurs near 
the spinodal line. Before actually making such a comparison it is well 
to consider what form of corresponding states correlation will be most 
successful. 

Special note should be made of the fact that TV, is taken to be the 
independent variable in Fig. 1, The van der Waals reduced vapor 
pressure curve has already been observed (see [22] and [23]) to deviate 
very strongly from those of real gases with lower Zc's. Furthermore, 
vapor-pressure data correlate badly on reduced coordinates even when 
the Zc dependence is accounted. Since p s = f(Ts), one must always 
choose between p and T in correlating any property (such as Tsp) 
which is a unique function of the saturated state. Therefore, when we 
use the law of corresponding states to correlate any property which 
depends on T r, or p r , alone, we must expect a different correlation 
for either of the two variables we choose. 

All of the nucleation data presented here will be correlated with 7V,. 
In every case, a similar correlation has been attempted using p r , as 
the dependent variable and it has been found to be substantially worse 
than the one based on TTt. One such comparison has been published 
[26]. 

Early corresponding states correlations were made by Eberhart and 
Schnyders [27] and Eberhart, Kremsner and Blander [28] on 7Vtlp 

versus TV, coordinates.1 These correlations used older and sometimes 
restrictive sets of data. More recently Lienhard [26] correlated the 
full data of Skripov (which are probably the best measurements ex­
tant) for 12 substances and substantial ranges of TV, on ATrtsp = 

(T, 
with: 

rf,p 7VS) versus TV, coordinates, and represented the correlation 

A7V(,p = 0.905 - 7Vs + 0.0957V,8 (5) 

1 Note that we use the subscripts fsp and gsp to denote the nucleation tem­
peratures as well as the spinodal temperature. It will be clear in the context 
which is being described. 

- N o m e n c l a t u r e . 
C

P, c„ = specific heat at constant pressure 
and at constant volume, respectively 

P. pr = pressure and reduced pressure, plpc, 
respectively 

s = entropy 
T, Tr = temperature and reduced tempera­

ture, T/Tc, respectively 
ui ur = volume and reduced volume, v/vc, re­

spectively 
Z = compressibility factor, pv/RT 

" -" rg,f, = ( * r, ~~ 1 rg 8 p) 

&*rtsp = ' - " rf.p ~ •''•,) 

7 = specific heat ratio, cp/cu 

Subscripts 

c = a critical value 

/, g = saturated liquid and vapor, respec­
tively 

fsp, gsp = liquid and vapor spinodal points or 
nucleation points, respectively, according 
to context 

s = a saturation state 

sp = a spinodal point 
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Fig. 2 shows this correlation on the appropriate coordinates, along 
with the van der Waals' predictions (for Zc = %) and the data. 

The measurements of the vapor nucleation temperature from [5-20] 
are shown in Figs. 1 and 2. Three things are immediately apparent: 
1) The TVgap data deviate much farther from the van der Waals' pre­
diction that the TVfap data do and they deviate toward the saturation 
line. 2) The data do not replicate the shape of the van der Waals' 
spinodal line, and 3) they exhibit far greater absolute scatter than the 
liquid nucleation data do. 

Table 1 presents the absolute scatter of both sets of data in four 
different schemes of correlation. We see that the best correlation 
occurs in A TV versus TV, coordinates and that the liquid data cor­
relate very well indeed. In comparing the liquid and vapor results, one 
might object that we are presenting data for only one method on the 
liquid side, and for several on the vapor side. However, the vapor data 
are so badly scattered among single methods as to scotch that objec­
tion. 

We should also be aware that when the vapor data are rationalized 
by the molecular kinetic theory, nucleation density rates from as low 
as 1 c m - 3 s _ l in diffusion cloud chambers, all the way to 1018 c m - 3 

s _ 1 in nozzle tests, must be used. The Skripov data for liquids corre­
spond with about 1018 cm - 3 s_1. The ATr data for nozzles suffer the 
full range of scatter in Fig. 3 even though they correspond with nu­
cleation density rates that compare with those of Skripov. 

Fig. 3 shows the — ATV data from Fig. 2 in a greatly expanded scale 
on which individual points can be identified. These results show 
generally poor internal consistency. Both large and small values result 
from the same fluids. The shock-tube results are consistently low. It 
appears that — TrgBp values for fluids with higher values of Zc tend to 
be higher (in the direction of the van der Waals line) than those with 
lower Zc's. 

This plot suggests that no data have come anywhere near the vapor 
spinodal line. One might be tempted to blame dust particles, ions, or 

£i ammonia [to, l l j 
& chloroform [9] 
• freonll(9] 
-f pure nitrogen 02,13,17] 

_ crwater{steom![i4,l5] 
ovroter (molsl air) 10,16,7,5] 
® ethonol [9,8] 
0 benzene [9] 

sfroci* tube dofa: 
owater (steam) [6] 

+
+ + swater (in carrier gas) (6] 

diffusion cioud chamber dofa: 

reduced saturation temperature, Tf 

Fig. 3 Measured values of limiting vapor stibeeollng 

other heterogeneous elements for triggering early nucleation. But we 
believe that the experiments have been made with great care and that 
they probably come close to the real nucleation limit. On the one hand, 
there might be reasons (which we do not understand) why liquids can 
be heated almost all the way to their spinodal lines, but vapors cannot 
be cooled to their spinodal lines. On the other hand, there does appear 
to be a basic weakness in the vapor data reduction in all cases. 

T h e I d e n t i f i c a t i o n of t h e N u c l e a t i o n T e m p e r a t u r e 
The nucleation temperatures were located by calculation rather 

than by direct measurement in all of the experiments that we report 
here. In the vapor expansion experiments it was usually argued that 
ideal gas relations would be valid owing to the low pressure involved 
(e.g., 10"5 < pr < 5 X 10~3). 

However, the spinodal line is itself a manifestation of extreme 
nonideal behavior. It is the locus of points at which the van der Waals' 
attraction forces in a gas are equal to the molecular momentum and 
pressure forces. Indeed, it is easy to show that at low pressure the van 
der Waals' equation gives absolute values of the van der Waals' at­
traction and the pressure, which are equal, 

By substituting equation (2) in dp/di>|,, = y dp/dv\r (wheres is 
the entropy and y is the specific heat ratio, cp/c„), we obtain 

(3i>r - 1 F 

dln pr I 

din vr I 

1 - -
4TVur

3 

3ur(3vr - 1) 
(6) 

8T rfj r
3 J 

The bracketed term on the right shows how the conventional ideal 
gas relation for an isentropic process, pvy = constant, might be cor­
rected for nonideality in accordance with van der Waals' equation. 
This term is unity in the ideal gas range and it decreases to zero at the 
spinodal line. 

There is a second kind of misbehavior of pvy = constant in the 
neighborhood of the spinodal line: namely, that y is not constant. It 
has been pointed out [30] that (dT/ds)p = T/cp = 0 on the spinodal 
lines; hence, cp goes to infinity. At the same time cu remains finite, 
so 7 approaches infinity at the spinodal line. 

The right hand side of equation (6) might thus be y outside of the 
saturation region (before the expansion begins). As expansion con­
tinues into the two-phase region, we lack knowledge of cp and c„ and 
are thus unable to predict the increase of y. And the bracketed term 
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can be predicted only for the van der Waals substance—data do not 
exist for real substances in this region. At the spinodal line the right 
hand side of equation (6) is indeterminate and might assume any value 
from zero to infinity. 

Actually, Gyarmathy, et al. [30] made steam expansion measure­
ments and tried to rationalize them using an equation of state for 
steam. Unfortunately, no existing equation behaves well when ex­
trapolated into the metastable region. In particular, they generally 
violate the Maxwell criterion if they are not used within about 25° C 
of the critical temperature. 

More recently we have reconstructed the 50-constant equation of 
state of Keenan, et al. [31] requiring that it satisfy the Maxwell con­
ditions (which the original equation does not do) and have thus 
created an equation which can be extrapolated to the liquid water 
spinodal line. That extrapolation is included in Fig. 2 and it lies just 
beyond the existing data. The precise location of the steam spinodal 
line is more sensitive to the choice of data points on which the equa­
tion is fit. Therefore we avoid plotting it for the moment and simply 
assert that, like the van der Waals vapor spinodal, it falls slightly 
above the relative liquid spinodal at high pressures and tempera­
tures. 

Other experiments made in carrier gases might appear to admit the 
use of ideal gas equations in their interpretation since the carrier gases 
are certainly ideal. However, the calculation cannot be completed in 
this case without introducing Dalton's law. The use of Dalton's law 
requires that the trace vapor also obey the ideal gas law, in a region 
that could hardly be less ideal. 

Whatever experimental method has been used to date must un­
avoidably await knowledge of the properties of subcooled vapor before 
its results can be interpreted. That means that no one can say whether 
or not homogeneous nucleation occurs near the vapor spinodal line. 
The fact that it does occur near the liquid spinodal line forces us to 
admit the possibility that a valid interpretation of existing vapor data 
might place them closer together and nearer the spinodal line than 
they lie in Figs. 2 and 3. 

Conclus ions 
1 Liquid nucleation temperatures are best correlated on ATrrap 

versus T r j coordinates. 
2 The state point associated with measured vapor nucleation data 

cannot be identified owing to presently incomplete property data. 
(Those reported in Figs. 1, 2, and 3 are based on unjustified uses of 
the ideal gas law.) 

3 Homogeneous nucleation in liquids has been observed very near 
to the spinodal line. 

4 Either the homogeneous nucleation of vapors occurs far from 
the spinodal line or else calculated values of Trg8p are in error. It is not 
presently possible to tell which is the case. 
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Laminar Boundary Layer Transfer 
ower Rotating Bodies in Forced 
Flow 
A procedure is described for the calculation of momentum and heat transfer rates through 
laminar boundary layers over rotating axisymmetric bodies in forced flow. By applying 
appropriate coordinate transformations and Merk's type of series, the governing momen­
tum equations can be expressed as a set of coupled ordinary differential equations that 
depend on a wedge parameter and on a rotation parameter. For the energy equation, a 
set of ordinary differential equations is obtained which depend explicitly on the Prandtl 
number and implicitly on the aforementioned parameters. These equations are numeri­
cally integrated for a range of parameter values for the special case of a rotating sphere, 
and the local friction coefficient and the local Nusselt number are presented for values 
of the rotation parameter B = 1,4, and 10 with Prandtl numbers of 1, 10, and 100. These 
results are then compared with previous theoretical results. It is also shown how the flow 
and heat transfer characteristics for a rotating disk can be readily obtained as a special 
case from the formulation for the rotating sphere. The disk results are also compared with 
previous theoretical and experimental studies. 

Introduction 

The flow and heat transfer characteristics of spinning bodies of 
revolution in a forced flow stream are important in the analysis of 
problems involving projectile motion, reentry missile behavior, fiber 
coating applications and rotary machine design. Up to the present 
time, only special cases in the above area have been investigated, and 
generalized analytical studies are unavailable due to the mathematical 
difficulties involved. 

The flow and temperature fields for laminar forced flow impinging 
on a rotating disk have been investigated analytically by Hannah [1], 
Tifford and Chu [2], Schlichting and Truckenbrodt [3], Tien and Tsuji 
[4], Mabuchi, et al. [5], and Liu and Stewart [6]. Numerical results for 
several Prandtl numbers have also been obtained by Koh and Price 
[7], Experimental data for heat transfer has been obtained by Koong 
and Blackshear [8] by means of a mass transfer analog corresponding 
to a Prandtl number of 2.4. 

Heat transfer by convection in axisymmetric flow over an isother­
mal rotating cone has been investigated by Tien and Tsuji [9] by 
means of a perturbation and series expansion scheme for the two 
limiting cases of very slow and very fast rotation. 

The flow field in the vicinity of a rotating sphere in a uniform flow 
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stream with its axis of rotation parallel to the free stream velocity has 
been investigated by Hoskin [10]. Siekmann [11] utilized Hoskin's 
results for the flow field to analyze the thermal boundary layer for a 
similar problem. Both of these authors used the Blasius series method 
to solve their governing boundary layer equations. The drawback of 
the Blasius series method has been pointed out by Gortler [12]. 

More recently, Chao and Greif [13] used a quadratic velocity profile 
assumption to investigate the laminar forced convection heat transfer 
over rotating bodies with uniform or nonuniform surface temperature. 
Following a unique coordinate transformation, these authors were 
able to express the temperature field in terms of universal functions. 
In general, their solution is very effective for moderate or high Prandtl 
numbers and for small values of the rotation parameter. For small 
Prandtl numbers and large values of the rotation parameter, however, 
the quadratic velocity profile is inadequate for accurate determination 
of the temperature field. In recognizing this difficulty, Chao [14] has 
extended the analysis of [13] to incorporate more terms of the velocity 
profile in the solution of the energy equation. However, the accuracy 
of this resulting series has not been discussed other than for the case 
of a rotating disk. 

In order to avoid the difficulties encountered by the previous 
methods, Merk's series [15] as refined by Chao and Fagbenle [16] i* 
adopted in the present analysis. The analysis begins with the devel­
opment of the procedure for solving the boundary layer equations for 
forced flow over any fairly arbitrary axisymmetrical rotating body-
A numerical example involving the calculation of the momentum and 
heat transfer rates for the case of a rotating sphere will be illustrated-
The results obtained by the present method are then compared with ; 
those of Hoskin [10], Siekmann [11], Chao and Greif [13] and Chao j 
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[14]. The method proposed in the present study offers several ad­
vantages: First of all, the simplifications introduced are mathematical 
in nature, and refinement of the calculation can be done in a 
straightforward manner by using more terms in the series solution. 
Secondly, the zeroth order solution provides reasonably accurate 
results for many engineering applications, and, finally, the method 
provides probably the most rapid and simple technique to predict the 
flow and heat transfer characteristics yet proposed in the litera­
ture. 

Governing Equations and Solution Method 
Consideration is given to steady, laminar, nondissipative, constant 

property, incompressible boundary layer flow around a rotating body 
placed in a uniform stream with its axis of rotation parallel to the free 
stream velocity. We choose nonrotating coordinates, x and y, with x 
representing the distance measured along a meridian curve from the 
forward stagnation point and y being measured normal to the surface 
of the rotating body. The quantity r (x) is the radius of the body at the 
point x, u and u are the x and y components of the velocity, respec­
tively, and w is the transverse velocity component due to spin of the 
body. Under the previously stated conditions, the boundary layer 
equations are: 

d d 
Continuity — (ru) -t (rv) • 

dx dy 
0 

Momentum 
du du 

u (- v — • 
dx dy 

w2 dr 

r dx 
Ue r v—-

dx dy2 

dw dw uw dr d2w 
u h v 1- • = c 

dx 3y r dx dy2 

with the boundary conditions 

u = v = 0, w = rfl for y = 0 

u = Ue, v = w = 0 for y -* °° 

(1) 

(2) 

(3) 

(4a) 

(4b) 

where Ue(x) is the velocity of the mainstream at the edge of the 
boundary layer and Q is the angular velocity of the rotating body 
which is assumed to be constant. 

Energy 

with the boundary conditions 

T 

T> 

where both Tw and T„ are constants. 
To solve the set of partial differential equations (1, 2, 3,5), we in­

troduce a streamfunction \j/(x, y) defined by 

dT dT d2T 
u 1- v — = a 

dx dy dy2 

-•Tw fory = 0 

T„ for y ~* <= 

(5) 

(6a) 

(6b) 

r dy' r dx " ' 

such that the continuity equation (1) is identically satisfied, and where 
L is a characteristic length defined appropriately for the particular 
flow geometry involved in the problem. The (x, y) coordinates will now 
be transformed by writing 

Jo ir„ \LJ L 

'-""(IF) jr.kh 

(8) 

(9) 

in which the Reynolds Number is defined as Re/, = U„L/v and where 
U«, is the fluid approach velocity. A dimensionless stream function 
/ is introduced such that 

*(*,y) = l/-L(^f-) l/ i/tt,.f) 

Using (8), (9), and (10), equation (7) becomes 

df 

(10) 

u=U. 
•dr, 

and 

U. 
I d£ \ r d£ I 

I T , 

(11) 

(12) 

A = • (13) 

L (2HReL)V2 [' -dli' \" ' r d£ 

where A is the wedge parameter and is defined by 

Ue di 

We also define a dimensionless rotating velocity function g(£, ij) 
by 

w(x,y) = r(x)ng(i, v) (14) 

Substituting (11), (12), (13), and (14) into (2) and (3), the momentum 
equations become 

r^.M-n+Slffi, ' d(i, v) 

V r / d£ d(f, 7,) 

with the boundary conditions 

/ = / ' = 0, g = 1, for r, = 0 

/ ' = 1, g = 0, for i, — <» 

(16) 

(17a) 

(17b) 

The primes denote differentiation with respect to t,, and d(f f)/d{£ 
n) = \f' df'/d$ - f" df/dl;} is the Jacobian. 

•Nomenclature. 
^o, b\, 62, ^3 = coefficients defined in (23) 
B = rotation parameter, (2/3 • Ril/U^,)2 for 

sphere 
co, Cj, c<i, C3 = coefficients defined in (24) 
Cf = friction coefficient defined in (41) 
/ = dimensionless stream function, defined 

in (10) 
g = dimensionless rotating velocity, defined 

in (14) 
L = characteristic length for body 
Nu = Nusselt number 
Pr = Prandtl number = via 
r = radius of body at x 
R = sphere radius 
Re/j = Reynolds number = RU„h 

T = temperature 
u = velocity component in the x direction 
Ue = velocity at outer edge of boundry 

layer 
U„ = approach velocity 
v = velocity component in y direction 
w = velocity component in rotating direc­

tion 
x = coordinate measured along surface from 

front stagnation point 
z = coordinate measured in rotating direc­

tion 
y = coordinate measured normal to x 
a = thermal diffusivity 

(S = x/R 

rj = dimensionless y coordinate, defined in 
(9) 

8 = dimensionless temperature, defined in 
(18) 

A = wedge parameter, defined in (13) 
v = kinematic viscosity 
f = dimensionless x coordinate, defined in 

(8) 
<p = stream function, defined in (7) 
fi = angular velocity 

Subscr ipts 

w = evaluated at wall 
°° = evaluated at approach conditions 
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Upon introducing a dimensionless temperature function, 0, defined 

by 

0(f, v) = -

the thermal boundary layer equation (5) transforms to 

3(0, f) 
0" + Pr/0' = 2£ Pr - ^ L - L 

a«, v) 

with the boundary conditions 

0 = 0 for j) = 0 

9 = 1 for 7j -»- °> 

(18) 

(19) 

(20a) 

(20b) 

With the transformations thus being completed, we now have to 
solve equations (15), (16), and (19) with the boundary conditions 
(17(a), (b)) and (20(a), (b)), respectively. The dependent variables 
in these equations may be considered as functions of T\ and £, or of ?/ 
and A, since A depends only on x, as does £, and there is a one-to-one 
correspondence between A and £. Hence one may regard A as a func­
tion of £ or, conversely, £ as a function of A, as suggested by Merk 
[15]. 

Following Chao and Fagbenle [16], we write solutions for / and g 
in the form of Merk's series as 

dA d2A 
/ (£ u) =/o(A, „) + 2f — A(A, r,) + 4 { » — / 2 ( A , , ) 

a£ d p 

( * 
d A \ 2 , 
- ) / 3 ( A , 7 , ) + . (21) 

g«> l) 
dA d2A 

= go(A, v) + 2i — gi (A, T,) + 4 p — g 2 ( A , „) 
d£ d p 

+ ( 2 { - ) *,(A. ,) + . . . (22) 
d_A\2 

d p 

The quantities (2£/r)(dr/d£)r2n2/t/e
2 and (4£/r)dr/d£ in (15) and (16), 

respectively, are functions of x only, and since x can be inversely ex­
pressed in terms of A, these quantities can also be treated as functions 
of A. Therefore, the following expansions for these terms are pro­
posed: 

B.^L'^L.- /La\2 2£ dirIL) i r/L \ 2 
r d$Ue

2~ \uJ r/L d{ \Ue/U„ \ue/uJ 
/L f l \2 r dA , Q d 2 A , 
( — j ^ o A + 2 ^ ^ 6 , + 4 ? 2 — r b 2 df d?2 

/ dA\2 n 

+ (2,-)63 + . . . J 
(23) 

and 

4jidr 

r di 
4g d(r/L) 

r/L d£ 
coA + 2 | - - C l + 4f 

d£ 

+ 

,d2A 
• Co 
d?2 2 

/ d A \ 2 

(2^)C 3 + ' 
(24) 

where the 6n 's and c„'s are defined as geometrical constant parame­
ters to be determined either by a numerical fitting of the left hand 
sides of (23) and (24) to their respective right hand sides, or by ana­
lytical methods. 

Upon substituting (21), (22), (23), and (24) into (15) and (16), and 
collecting terms free of dA/d£ and then terms common to 2£dA/d£, 
4£2 d2A/d£2 . . . , etc., one obtains a sequence of coupled ordinary 
differential equations. The first one in the sequence is 

/o" '+/o/o" + A [ l - ( / 0 ' ) 2 + Bgo2] 

go" + /ogo' ~ coA/o'go = 0 

0 

with 

A>(A, 0) = /0 '(A, 0) = 0; g0(A, 0) = 1 

/o'(A,») = l; go(A,») = 0 

(25) 

(26) 

(27a) 

(27b) 

where B = bo{Ltt/U„)2 and is a rotation parameter. 
The differential equations for the remaining /,- and g; are: 

fi" + Mi" ~ 2(1 + A)/0 ' /i ' + 3/o7i + 2BAgogi 

6 i \ n - 9 ..Wo'.fo) 
<9(A, T,) ©« (28) 

&\" + /ogi' ~ 2/o'gi - c0A(/i'go + gifo) ~ ci/o'So 

, „ , , d(g0, /0) 
+ 3/igo' = -7~—r (29) 

d(A, 7)) 
with 

/ 1 (A ,0 )= / 1 ' (A ,0 )=g 1 (A ,0 ) = 0 (30a) 

fi'(A, » ) = gt(A, oo) = o (30b) 

/V" + /0/2" - 2(2 + A)/0'/V + 5/0"/2 + 2BAgog2 

/bo 
+ (jf)Bg<? = f0'fl'-f0'f1 (31) 

g2" + fogi - 4/o'g2 ~ C0A(go/2 ' + g2/o') 

- C2/o'go + 5/2£o' = /o'gi - /igo' (32) 

with 

/2(A, 0) = /2 '(A, 0) = g2(A, 0) = 0 

/ 2 ' (A, » ) = g 2 ( A , 00) = 0 

(33a) 

(33b) 

etc. 
For a given body geometry, the 6,'s and c,'s are assumed to be 

known, and for any stream wise location x, A is fixed. Hence the above 
equations with their boundary conditions can be treated as simulta­
neous ordinary differential equations and solved successively with 
A and B regarded as parameters. 

The accuracy of the above-mentioned method when applied to any 
specific geometry depends on how well the series on the right-hand 
sides of (23) and (24) represent the functions on the left-hand sides 
of (23) and (24). For an ellipsoid with small eccentricity or for a body 
which deviates only slightly from a sphere, two or three terms in the 
series are certainly sufficient. If more terms are required in the series 
for some particular geometry, such as for a rotating cone for which 
A is a constant and the left-hand sides of (23) and (24) are functions 
of x so that equations corresponding to (23) and (24) cannot be writ­
ten, the following procedure is recommended. The terms 

2£ dr Q / W v 
r di ,U£A

U-2' 
and —•— 

4 | d r 

r d£ 

can be retained just as they are in (15) and (16), and one would use 
the similar series expansion as in (21) and (22). The resultant differ­
ential equations would then be functions of A and the aforementioned 
terms. For a given geometry the dependencies of these two terms on 
A are known and, for a specified A, their values are known. The dif­
ferential equations can therefore be integrated as simultaneous or­
dinary differential equations with A and LQ/U„ as parameters. 

The appropriate series solution for (19) is analogous to that for (21) 
and (22). It is 

dA d2A 
0(i, v) = MA, r,) + 2i — 0j(A, 7,) + 4?2 — - 02(A, 77) 

d£ d p 

+ (2S-£)\{\,r,) + ... (M> 

Substituting (34) and (21) into (19), followed by collection of terms 
free of dA/d£ and then successively terms common to 2£dA/d£, 
4£2d2A/d£2, etc., yields 

P r - V + / W = 0 (35) 
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with 

with 

with 

0O(A, 0) = 0; 0O'(A, ») = 1 (36) 

Pr-»fli* + M ' - 2/o'«i = ? T T - 3A»o' <37) 

o( A,»)) 

fli(A,0) = fli(A, «) = 0 (38) 

Pr~ W + /o02' - 4/o'02 = /o'fli - A<V ~ 5/20o' (39) 

e2(A, 0) = e2(A, oo) = 0, etc. (40) 

It is noticed that all 0;'s contain the Prandtl number as a parame­

ter. 
A numerical method of integration for these sets of equations 

(25-33, 35-40) has been developed and applied to a spherical geom­
etry. 

To conclude this section, we would like to point out that for rotating 
bodies having simple geometry, such as that of a disk, the right hand 
sides of (15), (16), and (19) are identically equal to zero and the terms 
2| /r(dr/d£)r2 / t / e

2 and (4£/r)dr/d£ on the left hand sides of (15) and 
(16), respectively, become constants. The solutions of these equations 
are then called the "similarity solution." For other geometries such 
as the rotating sphere, the right hand sides of (15), (16), and (19) do 
not vanish, and the numerical solution of f0, go, and 0o are called the 
"local similarity solution" corresponding to the local value of the 
wedge parameter A at the location under consideration. In this sense, 
the remaining terms in the series expansion of (21), (22), and (34) may 
be interpreted as corrections to the local similarity solution. 

When the solutions for the various/, 's,ft 's, and 0,'s are available, 
the significant boundary layer quantities, such as the local frictional 
coefficient and the local Nusselt number, can be readily obtained. 

Defining the local frictional coefficient in the streamwise direction 
xby 

*(r) 
\dy/ y=o 

The geometrical parameters appearing in (23) and (24) or in (25-32) 
are 6o = 4/9, 6i = 62 = 63 = . . . = 0, and c0 = 2, ci = c2 = c3 = . . . = 
0. The radius of the sphere, R, is chosen for the characteristic length 
to replace L. The quantity B = (2/3 Rfi/Lf„)2 is called a rotation pa­
rameter and is a measure of the sphere spin relative to the mainstream 
velocity. 

The complete details of the numerical integration procedure may 
be found in Lee [17], and will not be repeated here. 

Computer printouts of the velocity functions /; and g; (i = 0,1,2) 
for A ranging from 0.1 to 0.5, and of the temperature functions 0; (i 
= 0,1,2) for the same range of A and for Pr = 1.0,10, and 100, are too 
lengthy to be included in this paper and may be obtained by writing 
to the authors. However, the velocity wall derivatives are given in 
Table 1 for rotation parameter values of 1,4, and 10, respectively, and 
the temperature wall derivatives are given in Table 2 for the same 
rotation parameter values and for Prandtl numbers of 1, 10, and 
100. 

The calculation of the surface characteristics begins with an eval­
uation of the streamwise coordinate £ and the wedge parameter A. As 
previously stated, for a spherical body we have r/R = sin x/R and 
[/e/U» = 3/2 sin x/R, so that f and A can be obtained and the deter­
mination of 2£d A/d£ and of 4£ d2A/d£2 is straightforward. The 
needed values are 

i = 1 - 1.5 cos 0 + 0.5 cos3/3 

A = (4 cos 0 - 6 cos2 0 + 2 cos4 0)/(3 sin4 /3) 

dA _ 

di~ 

- 1 6 

8(1 - cos (3)3 

(45) 

(46) 

(47) 

- (1 - cos 0)3(3 - 5 cos /?) (48) 

9 sin8 /} 

d2A 

d £ 2 ' 27sin12j3 

where 0 = x/R. With the above information and the data in Tables 
1 and 2, the local friction coefficient and the Nusselt number can be 
evaluated using (41) and (42) with the characteristic length being 
replaced by R. The series involved in these equations usually con­
verged rapidly in regions not too far from the forward stagnation 
point, with somewhat slower convergence occurring as the distance 
from the forward stagnation point increased. It is possible that 

\PU. 

one finds, after transformation, 

^C, R e ^ 2 = g ) ( ^ e - ) 2 (20 - i / 2 [ / o " (A , 0) + 2 ? g A"(A, 0) 

d2A 1 
+ 4|2^-/2"(A,0) + ...J (41) 

One can also obtain the relationship 

NuReL - i« = Q ^ (2{)-^[fl0 ' (A, 0) + 2 | ~ ^ ' (A, 0) 
dA 

d2A 1 

+ 4,2-^(A,0) + . . . J 
(42) 

N u m e r i c a l I n t e g r a t i o n fo r a R o t a t i n g S p h e r e 
The simultaneous differential equations for the / , 's , g,'s, and 0,'s 

for a rotating sphere were integrated using a fourth-order Runge-
Kutta procedure on the IBM 360/75. For this geometry it is found that 
rIR = sin x/R, and from potential flow theory, Ue/U„ = 1.5 sin x/R. 
Then the quantities (r2«2/Ue

2)(2£/r)dr/d£ and (4£/r)dr/d£ can be 
expressed in the following simple form as 

r 2 Q 2 2£dr 4 / / ? f l \ 2 

£.— = _ / — ) A = SA 
Ue

2 r d£ 9 \Uj 
and 

4 | d r 

r di, 
2A 

(43) 

(44) 

Table 1 Wall derivatives of velocity funct ions 
ro ta t ing sphere 

for a 

B 

I 

4 

10 

Parameter A 

0.500 

0.495 

o.tso 
0 , 4 5 0 

o.uoo 

0,350 

0.300 

0.250 

0.200 

0.100 

0.500 

0,495 

0.480 

0.450 

0.400 

0.350 

0.300 

0.250 

0.200 

0.100 

0.500 

0.495 

0,490 

0.450 

0.4 00 

0.350 

0.300 

0.250 

0.200 

0.100 

P ( 0 ) 

1.1129 

1.1082 

1.0938 

1.0645 

1.0139 

0.96O9 

0.9051 

0.9461 

0.7831 

0.6421 

1,6233 

1,6152 

1.5909 

1.5411 

1.4 549 

1.3639 

1.2675 

1.1645 

1.0536 

0.7992 

2.5216 

2.5079 

2.4664 

2.3B14 

2.2333 

2.0776 

1.9111 

1,7325 

1.5383 

1.GS73 

g o ( 0 ) 

-0.7849 

-0.7323 

-0,7746 

-0.7539 

-0.7320 

-0.7042 

-0.6754 

-0.6454 

-0.6140 

-0.5464 

-0.3463 

-0.84 34 

-0,8345 

-0.3165 

-0.7355 

-0.7535 

-0.7201 

-0.6951 

-0.6483 

-0.5673 

-0.9362 

-0.9327 

-0.9223 

-0.9012 

-0.8649 

-0.8271 

-0.787". 

-0.7457 

-0.7013 

-0.6015 

f"(0) x 10 

-0.3396 

-0.3934 

-0.4051 

-0.4301 

-0.4779 

-0.534S 

-0.5034 

-0.6876 

-0.7925 

-1.1029 

-0.3911 

-0,3966 

-0.4138 

-0.4513 

-0.5242 

-0.6137 

-0.7248 

-0.8650 

-1.0453 

-1.6072 

-0.4629 

-0.4719 

-0.5003 

-0.5525 

-0.5851 

-0.8377 

-1.03-03 

-1.2771 

-1.5999 

-2.5393 

gj(0) x 10 

0.3994 

0.4018 

0.4090 

0.4242 

0.4514 

0.4912 

0.5140 

0.5499 

0.5890 

0.6749 

0.3910 

0.3S32 

0.389S 

0.4034 

0.4275 

0.4532 

0,4802 

0,5079 

0.5347 

0,5680 

0.3835 

0.3855 

0.3921 

0.4053 

0.4230 

0.4515 

0.471*7 

0.4958 

0.5110 

0.4793 

F_J(0) x 102 

0.3390 

0.3435 

0.3575 

0.3330 

0.4472 

0.5195 

0.6092 

0.7218 

0.8659 

1.3074 

0.2296 

0.2355 

0.2541 

0.2955 

0.3787 

0.4349 

0.6213 

0.8004 

1.0373 

1.S029 

0.1409 

0.1504 

0,1304 

0.2479 

0.3867 

0.5676 

0.3057 

1.1223 

1.5496 

2.9632 

ĝ CO) x 102 

-0.4336 

-0.4491 

-0.4475 

-0.4694 

-0.5089 

-0.5527 

-0.6011 

-0.6540 

-0.7113 

-0.8317 

-0.3962 

-0.3991 

-0.4030 

-Q.4 26'4 

-0.4589 

-0.4932 

-0.5286 

-0.5632 

-0.5932 

-0.5994 

-0.3743 

-0.3774 

-0.3S53 

-0.4289 

-0.4559 

-0.4901 

-0.4973 

-0.49B7 

-0.3535 

^vfcifvW^. 
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eventually the series may become semi-divergent and thus require 
the use of the Euler summation technique [18], but this did not occur 
in the present study. 

The computed wall friction results in the x direction, expressed as 
1/2C/ Re/j1/2, are summarized in Table 3 for values of B equal to 1, 
4, and 10. The local heat transfer results, expressed as NuReft-1'2, 
are tabulated in Table 4 for B equal to 1, 4, and 10 and for Prandtl 
numbers of 1,10, and 100. Additional data in Tables 3 and 4 illustrate 
the series results when only one term is used, as well as data from other 
sources for comparison purposes. 

The dimensionless axial and rotating fluid velocities were calculated 
from (21) and (22) using the computed/; 'sand gt 'a, and are shown in 
Fig. 1 for A = 0.3, which corresponds to x/R = 1.215. It can be seen 
from the figure that the dimensionless axial velocity has a higher value 
for a higher rotation parameter B, which is due to centrifugal effects. 
The fluid which is forced outward in a radial direction is replaced by 
fluid entering in the axial direction. 

Table 2 Sample of wall derivatives of temperature 
functions for a rotating sphere* 

B 

1 

4 

10 

1 

4 

10 

Wedge 
P a r a m e t e r 

A 
0 . 5 
0.H 
0 . 3 
0 . 1 

0 . 5 
0 . 1 
0 . 3 
0 . 1 

0 . 5 
0 . 1 
0 . 3 
0 . 1 

Pr = 1 .0 

8 ' ( A , 0 ) 
o 

0 .5536 
0 .5137 
0 .5318 
0 .1977 

0 .5897 
0 .5778 
0 .5629 
0 .5157 

0 .6132 
0 .6287 
0 .6100 
0 .5153 

9^ (A ,0 ) X 10 

0 . 1 1 6 3 
0 . 1 2 1 8 
0 . 1 3 1 3 
0 .1539 

0 .1820 
0 . 2 0 2 5 
0 . 2 2 8 0 
0 .3162 

0 .2536 
0 . 2 8 5 1 
0 .3262 
0 . 1 9 5 2 

-eju.o) x io2 

0 .1969 
0 .2138 
0 .2325 
0 .2728 

0 .2957 
0 .3305 
0 .3728 
0 . 5*186 

0 .1010 
0 . 1 5 1 1 
0 .5083 
0 .7169 

Pr = 10 
0 . 5 
0 . 1 
0 . 3 
0 . 1 

0 . 5 
0 . 1 
0 . 3 
0 . 1 

0 . 5 
0 . 1 
0 . 3 
0 . 1 

1 .2911 
1.2595 
1.2219 
1.1158 

1.1180 
1.3777 
1 .3283 
1.1760 

1 .6003 
1 .5193 
1 .1852 
1 .2731 

0 .3012 
0 . 3 2 1 3 
0 . 3 1 5 5 
0 . 3 8 0 8 

0 . 5 0 1 8 
0 .5536 
0 . 6 1 7 6 
0 .8312 

0 . 7 0 7 8 
0 . 7 8 9 8 
0 .8956 
1 .3299 

0 .7268 
0 . 8 0 5 5 
0 .9030 
1.1976 

1.0653 
1 .2150 
1.1132 
2 .1729 

1.1169 
1.6709 
1.9765 
3.3299 

Pr = 100 

1 

4 

10 

0 . 5 
0 . 1 
0 . 3 
0 . 1 

0 . 5 
0 . 1 
0 . 3 
0 . 1 

0 . 5 
0 . 1 
0 . 3 
0 . 1 

2 .8796 
2 .7995 
2 .7018 
2 .1387 

3 .2172 
3 .1125 
2 . 9 8 5 3 
2 .5972 

3 .6860 
3 .5523 
3 .3865 
2 .8177 

0 . 7 3 2 8 
0 .7856 
0 . 8 1 3 8 
0 . 9 5 6 7 

1.2009 
1 .3316 
1 . 1 9 7 1 
2 ,0715 

1.6718 
1 .8825 
2 . 1 5 7 6 
3 .3167 

1 .7807 
1.9829 
2 .2390 
3 .0512 

2 .6011 
2 . 9 7 8 1 
3 .1875 
5.5277 

3.1829 
1.0105 
1.8197 
8 .1307 

Comparison with Previous Results 
Many attempts have been made to develop a method of boundary 

layer analysis which can be applied to rotating bodies. In this section 
the momentum and heat transfer results obtained by the present 
series technique are compared with the data calculated by other 
methods available in the literature. For the frictional coefficient 
Hoskin [10] reported a Blasius type solution which was used to cal­
culate the data included in Table 3. Our results using three terms in 
the series compare satisfactorily with Hoskin's data, the discrepancy 
being within 2.5 percent for the range of parameters studied. If the 
local similarity solution (one series term) is used, the discrepancy 
increases to 12 percent for B = 1,15 percent for B = 4, and 18 percent 
for B = 10 for large x/R. 

For comparison of our heat transfer results for the case of B = 4 
Siekmann's [11] four-term Blasius-type series formula was used. We 
calculated NuRefl~1/2 using Seikmann's equation for B = 4 and Pr 
= 1.0, which is the only case considered in his analysis. The results 
are included in Table 4 and show excellent agreement with our results, 
for both our one-term and three-term series solutions, up to x/R < 
1.215. For x/R > 1.215, his four-term results are very close to our 
one-term results, which suggests that the convergence of the Blasius 
series is slower than our series (42) for large x/R. Another heat transfer 
comparison is made in the same table with equations provided to us 
by Professor B. T. Chao [19] for B = 1 and 10. These equations were 
obtained by using the two-term velocity profile in the energy equation 
and the final series were expressed in terms of x/R. In general, the 
agreement is good for large Prandtl numbers; for Pr = 1, the dis­
crepancy is as high as 20.3 percent for B = 10. For a given Prandtl 
number, the discrepancy becomes larger for larger B. Therefore, for 
a small Prandtl number with a large rotation parameter, the use of 
the quadratic velocity profile in the analysis of the energy equation 
[13] is not adequate. In Table 4, the Nusselt numbers calculated by 
the series solution [13] in terms of curvature parameter 6„'s by re­
taining a three-term velocity distribution are also included for Pr = 
1 and 10. For the case Pr = 1, significant improvement is seen for both 
B = 1 and 10 as compared to our results. Some improvement is also 
noticed for the case of Pr = 10. However, at the location x/R = 1.374, 
the results of the two-term velocity profile are closer to our value than 
are the three-term results. This may be attributed to the difference 
in the convergence characteristics of the series when it is expanded 
in terms of x/R or en. It can also be seen that for Pr > 1 and x/R < 
1.374, one term in the series (42) is sufficient if the desired accuracy 
is not higher than 3.5 percent. It is also evident that the local heat 
transfer is augmented by the sphere rotation, which is understandable 
since we have seen that the axial velocity increases with rotation and 
therefore the local convective heat transfer is increased. 

The flow and heat transfer characteristics of forced flow against 
an isothermal rotating disk can be readily obtained from the case for 
a rotating sphere. For the disk, r = x, Ue/U«, = 2X/TTR, B = (irRit/ 
2f/„), A = 0.5 (constant), and R is the disk radius. The local friction 
coefficient in the radial direction is defined in a form similar to that 
given by Tifford and Chu [2]2 as 

! For more complete data please refer to [17]. 

2 Unfortunately, the form of C/(Re»)1/2 = r„,/l/2p(C2 + fi2)x2[(C2 + 
02)j2/i']1'2 given in [2] is in error. Our C and B equal a and (a/a)2 defined in 
[2], respectively. 

Table 3 Local frictional coefficient, J Cf ReR
 u \ for a rotating sphere 

(Of •Twl\pUa , Re* = % £ ) 

Hedge 
Parameter 

0.480 

0.400 . 

0.300 

0.200 

0.100 

R 

0.474 

0.951 

1.21S 

1.374 

1.1436 

1 term 

1.2495 

1.3272 

1.5797 

1.35i(2 

1.0814 

B = 1 

Results 
3 terras 

1.2496 

1.8403 

1.7207 

1.4730 

1.2269 

Hoskin[10] 
4 terms 

1.2497 

1.5402 

1.7203 

1.4733 

1.2335 

B 

Present 
1 term 

1.3159 

2.6217 

2.3521 

1.9754 

1.3460 

* 1 

Results 
3 terras 

1.8170 

2.6362 

2.4023 

2.9S92 

1,5644 

HoskinElO] 

1.3170 

2.6359 

2.4031 

1.9953 

1.5876 

3 

Present 
1 tern 

2.8153 

4.0255 

3.5466 

2.7392 

1.8314 

= 10 

Results 

2.81 66 

3.61S6 

2.9144 

2.1B97 

HoskinClO] 

2.3165 

4.0440 

3.6213 

2.9312 

2.2451 
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Table 4 Values of Nu ReR ~ln for a Rota t ing Sphere 

s 

1 

10 

4 

A 

0.500 

0.400 

0.300 

C.200 

0.100 

0.500 

0.400 

0.300 

0.200 

0.100 

0.500 

0.400 

0.300 

0.200 

0.1W3 

R 

0 . 0 

0.951 

1.215 

1.374 

1.486 

0 . 0 

0.951 

1.215 

1.374 

1.486 

0 . 0 

0.951 

1.215 

1.374 

1.486 

Present 
1 term 

.9588 

.3026 

.7020 

.6256 

.5608 

1.1141 

.9282 

.0051 

.7070 

.6145 

1.0214 

.3529 

.7430 

.6575 

.5811 

Pr 

Results 
3 tenss 

.9588 

.7998 

.6961 

.6171 

.5510 

1.1141 

,9218 

.7904 

.6825 

.5776 

1.0214 

.8484 

,7328 

,6414 

.5593 

- 1 

Chao end 
Greif [13]*** 

.8904 

.7567 

.6716 

.6078 

.5560 

.6933 

.6245 

.5809 

.5440 

.5087 

Siekoann DA 
type ser ies . 

1.0214 

.8485 

.7362 

.6528 

.5368 

Ctiao, 

.9589 

.7792** 

.7064** 

.6275** 

.5557** 

1.0914** 

.9264** 

.8042** 

.7223** 

Fr - 10 

Preaent Results Chao and Chao 
1 tern 3 teres Greif [131 [14] 

2.2363 2.2363 2.2106 2.2364 

1.8593 1.8520 1.8350 1.8571** 

1.6129 1.5994 1.5914 1.6029** 

1.4226 1.4084 1.4099 1.4173** 

1.2573 1.2551 1.2650 1.2600** 

2.7718 2.7718 2.6376 2.7635 

2.2872 2.2695 2.1719 2.2722** 

1.9604 1.9234 1.8643 1.9363** 

1.6937 1.6434 1.6264 1.6640** 

.5905** 1.4349 1.3912 1.4315 1.4180** 

Blasius 

Pr » 100 

Present Results 
1 term 3 terms 

4.9877 4.9878 

4.1326 4.1151 

3.5702 3.5375 

3.1325 3.0981 

2.7482 2.7444 

6.3844 6.3845 

5.2440 5.2019 

4.4700' 4.3812 

3.8333 3.7114 

3.2090 3.1053 

* More extensive data are available in 
** Euler Summation 

Chao and 
Grelf[13] 

4.9773 

4.1084 

3.5424 

3.1208 

2.7855 

6.3358 

5.1696 

4.3873 

3.7899 

3.3050 

[17] 

*** Two term velocity prolife with the resulting 
series expanded in terms of x/R 
* Three term velocity representation with the 
series in terms of en functions 

% 1 U/U, and w/RQ versus -q (or B = 1 and 10 when A = 0.3 (or a rotating 
sphere 

C/(Rex)i 

- p ( C 2 + 0 2 ) x 2 

• ( C H a y ^ ' i w 

23/2 

( 1 + fl)J/4l/o'(A,0)U (49) 

where C = 2UJwR and Re.t = [(C2 + fl2)I/2.t2/x]1/2. The values of 
C/(ReJi/2 calculated from (49) for B = 0, 1, 4, and => are 2.6239, 
1.8717, 1.3734, and 1.020, respectively, as versus Tifford and Chu's 
values of 2.61,1.83,1.38, and 1.03. The data for two extreme cases, i.e., 
8 = 0 and B -» «> are calculated using the values of a reported by 
Hannah [1]. Her a relates to our [/o"(A, 0)]A=o.5 as 

|/o"(A, 0)]A=o.5 = 21/2(1 + B)3/4a 

The agreement is good between the two calculations. 
"We compared the formula with that of Hannah in [1], our [go'(A, 
"'JA=.5 is found to be related to b given in [1] by 

Table 5 Compar ison of Nusselt N u m b e r for forced 
flow against a rota t ing disk 

Pr 

1 

10 

B* 

1 

4 

1 

4 

Present Analysis (50) 

0.6583 

0.5577 

1.5354 

1.3410 

Tien and Tsuji [4] 

0.658 

0.557 

1.535 

1.340 

Chao and Gtelf [13] 
Tvo t e r s velocity 

0.6113 

0.432 

1.518 

1.297 

Chao [14] 
Three tena 
velocity 
representation 

0.659 

0.548 

-

~ 

* Bm is denoted by w/C in (4,13]. 

bo'(A,0)]A_.5 = 2 - » « ( l + B ) W 6 

Our values of [go'(A, 0)]A=.5 are in close agreement to b by the above 
relation. 

The local Nusselt number may be written for a rotating disk in the 
form defined by Tien and Tsuji [4] as 

N u = - _ _ 2 s _ _ _ = 21/2(1 + B ) - i / W ( A , 0 ) ] | A - . 6 
k(Tw - r „ ) ( C 2 + fl2)1'4 

(50) 

Equation (50) is similar to (17) of [4] and only differs by the factor 
21/2(1 + B)~l/4. A numerical comparison for Pr = 1 and 10 is given in 
Table 5, and it can be seen that our results agree with those of Tien 
and Tsuji to three decimal places. Using a quadratic velocity profile, 
Chao and Greif [13] reported an expression for the disk problem and 
their data are also given in Table 5. The discrepancy between the 
results indicates that, as for the rotating sphere, the quadratic velocity 
profile is not sufficient for small Prandtl numbers and large rotation 
parameters. Again, if the three-term velocity results are used, a sig­
nificant improvement is seen. 

It is of interest to compare our results for a rotating disk with the 
experimental data obtained by Koong and Blackshear [8]. For this 
purpose, values of d0'(0) for Pr = 2.4 were calculated, yielding 0.77005, 
0.83102, and 0.92067 for B = 1,4, and 10, respectively. The comparison 
is made in Pig. 2 with the Nusselt number defined in [8] plotted versus 
the rotational Reynolds number with several free stream velocity 
values, (/„, that were used in their experiment being a parameter. In 
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Fig. 2 Comparison of present analysis with experimental results lor a rotating 
disk In forced How. Pr = 2.4 

their original paper, a comparison was also made with the theoretical 
results of Schlichting and Truckenbrodt [3] to which the appropriate 
Reynolds analogy for Pr = 1 had been applied and modified for Pr = 
2.4. These results are also included in Fig. 2 as dotted lines. For a given 
t/co, the Schlichting and Truckenbrodt data deviate from our results, 
especially for larger values of the rotational Reynolds number. This 
discrepancy may be attributed either to the integral method used in 
their analysis or to the modification of their data from a Prandtl 
number of 1.0 to 2.4 by the use of a correction which brings the t /„ 
= 0 results into agreement with those of Sparrow and Gregg [20]. The 
experimental data of [8] quantitatively agree with our data except for 
the case of U„ = 6.1 M/s (20 ft/s). This discrepancy also becomes 
larger as the rotational Reynolds number increases. 
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Determination of. Unknown 
Coefficients in Parabolic Operators 
from Owerspecified initial-Boundary 
Data 
Application of some asymptotic boundary behavior results for solutions of nonlinear par­
abolic initial boundary value problems is made to the determination of unknown coeffi­
cients and parameters in parabolic operators from overspecified boundary data. Some 
numerical results on the determination of parameters is presented and discussed. 

1 I n t r o d u c t i o n 

Let u = u(x, t) denote the solution to the initial boundary value 
problem of the first kind 

du , , d2u 
— = a(u)—-> 0 < x < l , 0 < t < T , 
dt dx2 

u(x, 0) = 0, 0 < x < 1, 

u(0, t) = fi(t), 0 < t < T, 

" ( 1 , t) = /2(J), 0 < t < T, 

and let v = v(x, t) denote the solution to the initial boundary value 
problem of the second kind 

dv , d2v 
— = a(v) > 0 < * < 1 , 0<t<T, 
dt dx2 

v(x, 0) = 0, 0 < x < 1, 

(0, t)=gi(t), 0<t<T, 
dx 

^(l,t)=gi(t), 0<t<T, 
ox 

(1.2) 

. This research was supported in part by the National Science Founda­
tion. 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
W HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
'November 9,1977. 

where a = a(-) is a known positive smooth function defined on (-°°, 
<=) and where /,-, gi, i = 1,2, are known smooth functions which are 
defined on 0 < t < T and such that /;(0) = g;(0) = 0, i = 1, 2. In ad­
dition, let U = U(x, t) denote the bounded solution of 

d2U 

dt dx2 0 <x < • 0 < t < T, 

U(x, 0) = 0, 0 < x < », 

1/(0, t ) = / i ( t ) , 0 < t < T , 

(1-1) and let V = V(x, t) denote the bounded solution of 

0 < x < » , 0 < f < T , 

V(x, 0) = 0, 0 < x < °°, 

(1.3) 

dt dx2 

dx 
• (0, t) = gl(t), 0<t<T. (1.4) 

By the term solution we mean functions which possess continuous 
first derivatives with respect to x and t in the closure of the domain 
under consideration, which possess a continuous second derivative 
with respect to x in the considered domain, and which satisfy the given 
equation and specified initial and boundary conditions. 

We assume the solutions u, v, U, and V exist and are unique. See 
[2, 5]2 for such results. 

Setting 

; a(0), (1.5) 

2 Numbers in brackets designate References at end of paper. 
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let ua = ua(x, t) denote the classical solution of the problem 

dua d2ua „ 
— 2 = a - , 0 < a < l , 0 < i < T , 
at ax2 

ua(x, 0) = 0, 0 < x < 1, 

"«(0, t) = fi(t), 0 < t < T, 

"«(1, 0 = fid), 0<t<T, (1.6) 

and let va = va(x, t) denote the classical solution of the problem 
dva d2va „ 
— = a—-. 0 < x < l , 0 < £ < T , 
at ax2 

va(x, 0) = 0, 0 < x < 1, 

dva 

dx 

dva 

dx 

( 0 , t ) = g l ( t ) , 0 < t < T , 

'(l,t)=g2(t), 0<t<T. (1.7) 

The existence and uniqueness of the classical solutions ua and u„ 
can be found in [9]. Also, let Ua = Ua(x, t) denote the bounded clas­
sical solution of 

dUa 

dt 
0 < x < », 0 < £ < T, 

d2Ua 

'' dx2 

Ua{x, 0) = 0, 0 < x < « , 

Ua{0, t) = hit), 0 < t < T , (1.8) 

and let K, = V„(x, f) denote the bounded classical solution of 

dVa d2Va 

dt 
0 <x < co, 0 < £ < T, 

ava 

ax2 

! /„(* , 0) = 0, 0 < X < co, 

(a t) = 5l(t), o < t < T. (1.9) 

Formulas for the solution of (1.8) and the solution of (1.9) can also be 
found in [9], 

In [1], we have shown that under certain assumptions upon the data 
/;, and gi, i= 1, 2, it follows that 

lim j — 
do lax 

( 0 , t ) / ^ ( 0 , t ) ) - l i m p ( 0 . ( ) / ^ ( < U ) l 
/ dx J t(o [dx I dx ) 

l im p (0j t) I*LL (O, t )l = l im m(o, t) / ^ (o, 
do idx I dx J (Jo I ax I dx 

= l u n f ^ ( 0 , t ) / ^ ( 0 , t ) U l , (1. 
do l dx I dx I 

10) 

and that 

.. v(0,t) ,. v{0,t) 
lim = lim - : lim 

i>(0, t) 

tto V(0, t) no ua(0, t) do Va{0, t) 

= l i m ^ i l = l i m ^ ^ = l . ( L l l ) 
do V„(0, t) do V„(0, t) 

The proof of these results [1] employed a use of the maximum 
principle coupled with classical formulas for the heat equation. 

The purpose of this paper is to apply the results (1.10) and (1.11). 
In the next section, we show how these results apply to a problem of 
determining an unknown coefficient in a parabolic operator from 
overspecified boundary data. In the third section, we apply these 
results to the determination of unknown parameters in a parabolic 
operator from overspecified boundary data. We conclude the paper 
with a discussion in the fourth section of some numerical experiments 
on the determination of unknown parameters in a parabolic opera­
tor. 

2 A p p l i c a t i o n to the D e t e r m i n a t i o n of an U n k n o w n 
Coef f i c i en t 

We consider the problem of finding the pair of functions w = w(x, 
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t) and b = b(-), where b is defined over the interval / = [infw, sup w] 
and is positive throughout / , such that (w, b) satisfies 

dw 
— = — lb(w)—), 0 <*<<*>, 0<t<T, 
dt dx \ dx/ 

w(x, 0) = 0, 0 < x < co, 

a/(0, t) = f(t), 0<t < T, 

b{f(t))~(0,t)=g(t), 0<t<T, 
dx 

(2.1) 

where we assume that both / and g are smooth functions with / ' > o, 
g' < 0, f(0) = 0 and giO) = 0. We do not give a precise definition of a 
solution of (2.1) since to solve (2.1) is beyond the scope of this pre­
sentation. In any case a weaker formulation of (2.1) can be obtained 
through the transformation 

z = B(w)= f b(t)dt. 
Jo 

(2.2) 

Since b > 0, B is monotone increasing and B - 1 exists. Equation (2.1) 
reduces to 

=->»-•<•»£ 0 < x < » 0 < t < T, 

z(x, 0) = 0, 0 < x < <», 

z(0, t) = B(/(t)), 0 < t < T, 

dz 

dx 
(Q,t)=g(t), 0<t<T. (2.3) 

Clearly any reasonable solution of (2.1) is a solution of (2.3) since 
less is required of b in (2.3) than in (2.1). Throughout this discussion, 
we shall assume that a solution of (2.3) is a smooth positive function 
b and a smooth function z which together satisfy (2.3). 

Our purpose in this discussion is the application of the results of 
(1.10) and (1.11) to determine a necessary compatibility relationship 
between / and g. Set 

0 = 6(0). 

Since z = 0 if and only if w = 0, it follows that 

6(B-X(0)) = 6(0) = 0. 

An application of (1.11) [see Theorem 6,1] yields 

r WU)) V(0, t) ,. Bifjt)) , 
lim • = hm = 1. 
do V(0, t) Vfi(0, t) 

Consequently, we can define 

do V0(Q, t) 

Ht)> 
B(f(t)) 
V0(O, t) 

and note that lim((o6,(t) = 1. Also, 

fit) 1 

and 

Since 

^ ^ T T T r - T - T T T 5 ^ ) ) , 
Vfi(.0,t) fit) 

——- = hit) \-^-Bifit)) 
V/?(0, t) [fit) 

lim/i(t) = l and lim B(f) = (3 
do t\o fit) 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

we see that necessarily 

r f(t) 
l i m • 
do V(j(0, t) 

(2.10) 

Substituting 

VJ0, t) = - 0 " V 
Jo • 

git) 

Vit^rj 
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into (2.10), we ob ta in 

^flim^/wf-f'^rT 
Lt jo I Jo Vt - ri> J 

(2.11) 

An application of (1.11) yields the result 

z(0, t) 

Theorem A 
For a solut ion of (2.3) to exist wi th a b which is con t inuous a n d ' 

positive a t zero, i t is necessary t h a t t h e 

°t g(n)di,)-i 

lim-
do Zy(0, t) 

where Z T is t h e b o u n d e d solut ion of 

1, (3.6) 

dZy 

dt 

d2Zy 
0 < x < = > , 0 < £ < T, 

*H-r i (2.12) 
do i Jo -vt - 7/) 

exists and is positive. If the l imit (2.12) exists and is posit ive, t h e n the 

value of b a t zero is necessar i ly given by (2.11). 

3 The Determination of Parameters in a Parabolic 
Operator 

We consider the p rob lem of de t e rmin ing t h e function w = w(x, t) 

and the funct ion b(w) - y + fiw, 7 > 0, such t h a t (w, b) satisfies t h e 

overde te rmined sys tem 

dx2 

Zy(x, 0) = 0, 0 < * < =>, 

dZy 

dx 
(0,t)=g(t), 0<t<T. (3.7) 

Actual ly , t h e e m p l o y m e n t of (3.6) has a l ready been m a d e in T h e ­

orem A of Sect ion 2. F r o m th is we see t h a t 

7 = lim Tr^fit) 
do -s:my- <» 

provided that 

dm d 

dt 
— (b(w)~), 0<x< y2> 0 < t < T, 
dx \ dx/ 

w(%, o) = o, o < x < y2, 

w(0, t) = f{t), 0 < t < T, 

wOk, t) = 0, 0 < t < T, 

M / ( t ) ) — ( 0 , t ) = g(fc), 0<t<T, 
dx 

iim^'2f(t) ( - f' 
(J0 I Jo 

g(n)dT) i - i 
(3.9) 

Vt^ 7J 

exists and is positive. Hence, we have available the necessary condition 

on the data to determine one of the unknown parameters. We suppose 

that the limit in (3.9) exists and is positive. This determines y and we 

can turn our attention to ji. Considering the equation 

(3.1) 
2(0, t) yf(t) + r- (f(t))», (3.10) 

where we assume that both / and g are smooth functions with / ' > 0, 

g' < 0, /(0) = g(0) = 0. Under the transformation 

(3.1) becomes 

dz 

z = B{w) = 

d2z 

I b(Qdi, 
Jo 

(3.2) 

which results from subst i tu t ing w(0, t) = f(t) into (3.2) and performing 

t h e in tegra t ion , we employ t h e fact t h a t z d e p e n d s u p o n n t o rewri te 

(3.10) as 

(2(0, t;n) j _ \ 

' f i t ) ! ' 
M = 2 (3.11) 

= v V + 2»z^ o < i < y 2 , o < t < r , 
dt dx2 

zix,0) = 0, 0 < x < y 2 , 

z(lk, t) = 0, 0 < t < T , 

2(0, t) = yfit) + ^lf(t)}2, 0<t<T, 

> (fit))2 

where 2(0, t) h a s been wr i t t en as 2(0, t; LI) to reflect i ts d e p e n d e n c e 

u p o n /x. T h u s , t h e t r ans fo rma t ion 

fz(0, *•;/*) 7 1 

' f(t.)\ 
T M = 2 ! (3.12) 

> (fit,))2 

can be defined for a t, a t which / is different from zero. E l e m e n t a r y 

app l ica t ions of t h e m a x i m u m pr inc ip le [2, 3, 6, 7] yield t h e fact t h a t 

TIL is con t inuous wi th respec t to n a n d t h a t 

dz_ 

dx 
i0,t)=git), 0<t<T. (3.3) 

|z(0, t.;n)\ < sup \g(t)\. 
o<t<t. 

(3.13) 

We focus our attention upon determining the parameters y and ii 

from the overspecification of boundary data in (3.3). 

Now the function 

Zy(x, t) = - f Mix, y i t - r,))g(r,)ydr, 
Jo 

+ C'M(X- 1,7it - v))g(ri)ydn (3.4) 
J o 

Hence, Tp, is continuous and bounded uniformly in \x. Thus, the 

Brower fixed point theorem [8] may be applied and yields the exis­

tence of solutions of (3.11) for t = t,. Uniqueness can be obtained from 

considering 

if(t,))2 dz 
S=- • - — (0, t„ M) , 

dn 

where 

where 

M(£, a) = TT-II2<J-V2 £ exp 
n = — <o 

solves the p r o b l e m 

« = — ( T M ) . 
dfx 

(3.14) 

(3.15) 

(£ + 2n) 2 ) 
, a > 0, 

dz y 

dt 
y — , 0<x<lk, 0<t<T, 

dxz 

zy(x,0) = 0, 0<x<% 

zy(y2, o) = o, o < t < T, 

F r o m (3.12), it is clear t h a t t h e b o u n d on T/x d imin i shes as fit,) 

grows. Consequen t ly , s ince dz/cMO, t,,ji), which d e p e n d s only on g , 

is bounded on compact n intervals, it follows tha t for /(£») sufficiently 

large t h a t <5 > 0 for ix t h r o u g h o u t t h e in te rva l in to which n is m a p p e d 

by T/x. Hence , Tii is m o n o t o n e increas ing and t h e r e is one a n d only 

one fixed po in t of (3.12). W e can s u m m a r i z e t h e above as follows. 

dZy 

dx 
i0,t)=git), 0<t<T, (3.5) 

T h e o r e m B 

I f / ' > 0 , g ' < 0 , / ( 0 ) =g(0) = 0and 

which influenced our choice of interval 0 < x < l/2 to consider in this 
section. 

limir1'2fit) f- f ' 
do I Jo 

Siv)dn] 

do i JO Vt - T)\ 

exists a n d is pos i t ive , t h e n for t h e p r o b l e m (3.3) y is un ique ly de te r -
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mined by (3.8). If the equation (3.10) is considered at only one point 
t, > 0, then n exists and is also unique if / ( t . ) is sufficiently large. 

Remark 
It is easy to extend the above results to the case of b(w) - SjLo 

cnu>n, Co > 0. In particular, CQ is obtained via the same limit process. 
The constants c„, n = 1,. . . , N, are obtained via consideration of N 
equations selected from the boundary condition 

provided 

2(0, t; ci ,cN) = c0f(t)+~(f{t))2 + . + -
cN 

(N+l) 
(/(t))W + 1 

(3.16) 

and an application of the Brower fixed point theorem. Unicity is un­
resolved as yet. 

4 D i s c u s s i o n of S o m e N u m e r i c a l E x p e r i m e n t s 

In the previous two sections we have indicated how the asymptotic 
results (1.10) and (1.11) could be applied to the problem of deter­
mining unknown parameters 7 and n such that functions b(w) = 7 
+ nw and w = w(x, t) satisfy the equation and auxiliary conditions 
of (3.1). This section is devoted to discussing the results of some nu­
merical experiments in which the parameters 7 and 11 are determined 
from the overspecified data of (3.1). Here, we consider a method that 
does not require the taking of a limit as t ~* 0. 

Applying the transformation (3.2) brings the problem (3.1) into the 
form (3.3) and it is in this form that the problem is analyzed numer­
ically. To be precise, we study the problem of finding unknown pa­
rameters /x and 7, (where 7 > 0), and an unknown function z = z(x, 
t; n, 7) which satisfy 

dz d2z 
— = V~y*T2yI(x7t) —-• 0<x<V2, £>0, 
dt dxl 

dz_ 

dx 

z(x,0) = 0, 0<x<% 

(0,t)=g(t), 2(Va,t) = 0, t>0, (4.1) 

and the equation (3.10) which results from substituting w(0, t) = f(t) 
into (3.2) and performing the integration: 

z(0,t,;n,y) = yf(t,) + y2n(f(t*))\ (4.2) 

where t, denotes a given, positive constant (i.e. a particular instant 
in time) and /, g denote the measured data functions which conform 
to the hypotheses of Theorem B and where the parametric depen­
dence of 2 on n and 7 is indicated above and below by writing 2 = z(x, 

The "data" in these numerical experiments are generated in the 
following way. In the first experiment, which we shall refer to as ex­
periment A, a positive value for t, is chosen and remains fixed 
throughout the experiment. So-called "true values" of the parameters 
M, 7 are chosen, say they are denoted by 7* and M», and a data function 
g\(t) is selected, conforming to the hypotheses of Theorem B. The 
problem (4.1) is then solved numerically for z(x, t) and, in particular, 
a value for 2(0, t,) is computed. Finally, (4.2) is solved for the re­
maining piece of data /i(t»). This procedure automatically generates 
data gi(t), fi(t,) which is consistent with the hypotheses of Theorem 
B. In practice, this data would be determined experimentally and 
the values of the parameters 7 , and 11, would, of course, be un­
known. 

We proceed now as if the parameter values 7, , M» are, in fact, un­
known and seek to determine them from the data gi(t), / i ( t , ) . The 
determination is carried out as follows. 

We know, of course, that if we splve (4.1) with the true values 7, , 
M» for the parameters 7, M then the solution z(x, t) will satisfy (4.2). 
On the other hand, there may be other pairs of values (7, M) such that 
the corresponding solution of (4.1) z(x, t; n, 7) satisfies (4.2). Thus 
(4.2) defines (implicitly) a relation between M and 7. To be more 
precise, for a given positive value of 7, say 71, we will write 

2(0, t.; m, 71) = yifiit.) + y2fii(fi(t,))
2 

(4.4) 

A graph for the relation F of (4.3) can be generated numerically by 
choosing a positive value for 7, say 71, choosing (somewhat arbitrarily) 
a value for fi and subsequently solving (4.1) numerically. Except in 
the event of a very fortuitous guess for n, the relation (4.4) will not now 
be satisfied. Therefore, keeping 7 = 71 fixed, we adjust the value of 
H and solve the problem (4.1) again numerically, repeating this process 
until a value n = m is found such that (4.4) holds. Repetition of this 
procedure for a succession of values 71,72,. •. generates a sequence 
of points (71, HI), (72, M2). • • • on the graph of the relation 

•FdrJ.-Jugi). (4.5) 

Included somewhere in this graph is the point (7., ̂ , ) . 
The function Fi in this experiment is naturally dependent on the 

data /1 and g\. We can, in fact, exploit this dependence by repeating 
the entire procedure from the beginning, keeping the values of tt, ju,, 
7 , but choosing a new data function gzit). Of course this new function 
g = gi(t) must still conform to the hypotheses of Theorem B. We 
determine in the same way as before a value fi(t,) and generate nu­
merically a new function, 

H = F2(y;t,;f2,g2). (4.6) 

The two graphs have in common the (presumably) unique point (7,, 

Fig. 1 shows a plot of n versus 7 for two distinct choices of the data 
function g(t); i.e. Fig. 1 shows the graphs of Fx and F2. In this exper­
iment we chose 7, = 1.0 and \i, = .10 and it is clear from the figure that 
(1.0, .10) is the unique point of intersection of the two graphs. 

A second numerical experiment, which we shall refer to as experi­
ment B, is conducted in the following way. True values 7 , and fiM are 
chosen for the unknown parameters 7 and n and a data function g(t) 
is selected. A positive value ti is chosen for t, and the remaining piece 
of data f(t{) is determined as before. Then, in much the same way that 
we numerically generated the graph for Fi of (4.5) we generate a graph 
for the relation 

f = Gi(y;ti;f,g). (4.7) 

• F,( , ) 

' F,(Y) 

' Fill) (4.3) 

.50 .95 . 1 . 1 1,05 1.10 

Fig. 1 ix versus 7 for two choices of g(t) 
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Table 1 Error Level 

- O,(T) 

flit,) 

0 
1% 

- 1 % 
- 1 % 

1% 
2% 

- 2 % 
2% 

- 2 % 
0 
0 

- 2 % 

hit,) 
0 
1% 

- 1 % 
1% 

- 1 % 
2% 

- 2 % 
- 2 % 

2% 
0 
0 
2% 

giit) 

0 
0 
0 
0 
0 
0 
0 
0 
0 
1% 
2% 
2% 

giit) 

0 
0 
0 
0 
0 
0 
0 
0 
0 
1% 
2% 
2% 

7 

1.0 
.981 

1.020 
1.03 

.972 

.962 
1.038 
1.058 

.94 

.985 

.967 
1.03 

M 

.10 

.095 

.105 
- .28 

.46 

.11 

.11 
- .60 

.85 

.18 

.25 
- .30 

Note: Error induced in g(t) is a random function of t in the sense that the true 
g(t) is multiplied by a factor 1 + e(t) where e(t) is a random variable with mean 
zero and amplitude (positive, or negative) less than or equal to the value listed 
in the table. 

Table 2 Error Level 

.90 .95 1.0 1.05 1.10 

Fig. 2 jj versus y (or two choices o( f, 

fih) 
0 
1% 

- 1 % 
1% 
0 

- 1 % 

m) 
0 
1% 
1% 

- 1 % 
0 
1% 

git) 
0 
0 
0 
0 
2% 
1% 

7 

1.0 
.98 

1.025 
.975 
.99 
.983 

M 

.10 

.125 
- .10 

.30 

.11 

.28 

Then, keeping the same choices for u„ y, and g but selecting a new 
value £2 for t„ we determine the remaining piece of data fitz) as be­
fore, and we generate a graph for a second relation 

u = G2iy;t2;f,g) (4.8) 

and, as before, the graphs of Gx and G2 contain the common point (7,, 
M,). Pig. 2 shows a plot of M versus 7 for two distinct choices of t.; i.e., 
Fig. 2 shows the graphs of G\ and G2. The true values of n and 7 in 
experiment B were n, = .10 and 7 , = 1.0. It is evident from Fig. 2 that 
(1.0, .10) is the unique point of intersection of the two graphs. 

We should point out that implicit in the description of the nu­
merical graph generating procedure is the assumption that 

— (z(0, c,)) >0 . 
\du I 

(4.9) 

From (4.2) we compute 

dn 
[z(0, t,)] Wit.))a+[y + ^(t.)] — \f(t.)]. 

Evaluating this expression numerically, it was found that (4.9) 
holds. 

The results of experiments A and B indicate that determination 
of unknown parameters 7, M from the overspecified data (4.2) is 
practically feasible. However, it is of interest to have some estimate 
of the sensitivity of the results to data error. In particular, it is of in­
terest to know how errors in the measured values of fit,), git) affect 

the accuracy of the values for M, 7 determined by this procedure. Since 
the functional relationships between the involved quantities are quite 
complex, this analysis of error has been conducted numerically. 

Table 1 displays the results for experiment A of inducing various 
levels of error in fit,), in git) and in both fit,) and git) simulta­
neously. Table 2 displays the analogous results for experiment B. The 
results in both cases indicate that the solutions (7, , n,) obtained by 
this procedure depend continuously on the data. Moreover, these 
results provide a basis for formulating a-posteriori estimates of the 
error. 
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Prediction of Temperature Profiles 
in Fluid Bed Boilers1 

Data acquired in the Exxon Research and Engineering Company's fluid bed boiler pro­
gram indicate that the arrangement and orientation of internal boiler tubes has a strong 
effect on the measured bed temperature profile. Horizontally oriented tubes yield much 
steeper temperature gradients than do vertical tubes. Excessive vertical temperature gra­
dients in coal fired fluid bed boilers can either limit coal feed rates or result in the forma­
tion of agglomerates of solid material which are destructive of bed internals. This study 
represents an attempt to understand the influence of orientation on vertical temperature 
profiles in fluid bed boilers. A back-mixing model for solids recirculation was developed 
and applied to the prediction of bed temperatures. Bubbling bed theory is not suitable for 
estimating solids circulation rates in pressurized beds of large particles with immersed 
tubes. However, by introducing the concept of a solids mixing height it was possible to esti­
mate solid movement. The solids mixing height and vertical boiler tube dimensions were 
correlated in a manner which resulted in good agreement between theoretical and experi­
mental bed temperature profiles. It is felt that this simple model may prove quite useful 
in the design of large scale commercial fluid bed boilers. 

1 Introduct ion 

The peak local temperature in fluid bed combustors is limited 
by the ash fusion temperature of the coal fired. Hot spots can result 
in the formation of clinkers which tend either to defluidize the bed 
or damage bed internals. Since an upper limit to bed temperature 
exists, a high temperature gradient will result in a low stack temper­
ature, with a consequent reduction in the coal feed rate and the vol­
umetric heat release rate within the bed. 

Temperature profiles in fluid bed boilers are strongly influenced 
by the character of the bed internals. For example, it has been ob­
served that beds with horizontally oriented cooling coils can have 
much steeper temperature gradients than beds with vertical coils [1]. 
There is a need, therefore, for a means of predicting expected tem­
perature profiles within a fluid bed boiler of given coil geometry. This 
paper suggests one such method. 

2 Development of the Theoretical Model 
The temperature profile within a fluid bed combustor can depend 

on a number of physical and chemical phenomena: chemical reaction, 
heat and mass transfer in solid and gas phase, etc. 

The theory of bubbling bed has been treated extensively in the 
literature [2-5]. According to the theory, the primary mechanism for 
axial solids movement is the entrainment of solids in the wake of an 

1 This investigation was carried out under National Science Foundation 
Faculty Research participation Grant Number HES75-05125 

Contributed by The Heat Transfer Division and presented at The ASME-
AIChE Heat Transfer Conference, St. Louis, Missouri, August 9-11, 1976. 
Manuscript received by the Heat Transfer Division January 10,1977. Paper 
No. 76-HT-66. 

upward moving void, or "bubble." Mass conservation requires that 
solid material outside the wake (in the "emulsion" phase) rain 
downward through the upward moving emulsion gases. This is the 
means by which a pattern of solids recirculation is established within 
the bed. As the wake solids are carried upward there will be a con­
tinuous interchange (a cross-flow) of solids between emulsion and 
wake. 

Since there is a net movement of gaseous material through the bed, 
both emulsion and bubble gases generally move upward (although 
gas back-mixing can occur at high superficial gas velocities). As with 
the solid material there is a continuous interchange between emulsion 
and bubble gas. Both solids and gas cross-flow tend to decrease with 
increasing superficial gas velocity. 

Energy leaves the bed via a complex interaction between gas, solid 
and heat transfer surface [2, 3, 6]. Simultaneously, gas-gas and gas-
solid contact will result, through combustion, in the liberation of heat 
throughout the bed [6-9]. The heat release rate will depend upon the 
rate at which fuel and oxidizer are brought together. 

Recent studies have shown that diffusion is a major resistance for 
large carbon particles (greater than 1500 n), whereas for smaller 
particles the combined effects of diffusion and chemical kinetics are 
important [10]. Except when running with a high excess air, there will 
generally not be enough oxygen in the emulsion gas to complete 
combustion. In this case the rate at which bubble gas is brought in 
contact with fuel (either in bubble phase, due to gas recirculation 
within the bubble wake, or in the emulsion phase due to bubble-
emulsion-gas cross-flow) may influence the overall heat release 
rate. 

It is clear that some simplifications will be necessary in order to 
develop a tractable theoretical model. 

We have determined three distinct processes which affect overall 
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temperature levels, as well as the temperature profiles within the 
bed: 

1 The extraction, or absorption of energy through heat transfer 
surface. 

2 The release of energy throughout the bed due to the combustion 
of fuel. 

3 The dispersal of energy throughout the bed as a result of solids 
and gas movement. 

In summary, heat is released at the bottom of the bed and absorbed 
in the upper bed region. The rate at which energy is dispersed axially 
via solids movement determines the extent of the axial temperature 
gradient within the bed. 

The analytical methods of treating each of the above mentioned 
is outlined as follows: 

1 For the purpose of this analysis, experimentally determined 
values for the overall heat transfer coefficient were used in lieu 
of a detailed model for energy exchange between bed and boiler 
tube surface. 

2 Heat release via combustion is a complex phenomenon, most 
likely involving mixing of fuel volatiles and air in the emulsion 
and bubble phases, gas-solid contact in both bubble and 
emulsion phases and chemical kinetics at the coal char surface. 
However, there is some experimental evidence to indicate that 
combustion in fluid bed reactors is restricted to a region near 
the coal feed point [11]. This would be particularly true for high 
volatile coals, since devolatilization and turbulent mixing are 
relatively fast processes. In contrast, the time scale for the 
combustion of the remaining char is comparatively long. 
However, the char combustion rate will go directly as the oxygen 
partial pressure, which is normally highest in the region near 
the distribution plate. When running with low excess air the 
oxygen concentration in the upper bed will be less by an order 
of magnitude than that near the coal feed point. Hence, even 
though the char is well-dispersed throughout the bed, most of 
the char will burn in the oxygen rich region near the distributor 
plate. 

3 The dispersal of energy throughout the bed depends upon the 
flow characteristics of both solids and gas. A preliminary 
analysis, utilizing bubbling bed theory, indicated that under 
operating conditions typical of practical fluid bed boilers, solids 
recirculation rates are orders of magnitude higher than gas flow 
rates. The axial transfer of energy via direct gas convection is 
therefore less important than energy transfer due to solids 
movement. Gas flow, in that it influences solids movement, has 
a strong effect on axial energy transport. As a vehicle for direct 
energy transfer, the gas phase can be ignored. Neglecting gas 
phase energy transfer greatly simplifies the dispersion model 
since determination of heat transfer rates between bed solids 
and gas is not necessary. 
The problem reduces to the prediction of solids transport rates 
and the use of those rates to determine the bed temperature 
profile. For this purpose a simple solids back-mixing model has 
been developed. 

' 

EMULSION 

V 2 

Tb(n+i)+Tb(n) 

" V 2 

, 

BUBBLE 
CLOUD/WME 

. 

„ , T In) 
e s b 

Fig. 1 Back-mixing model 

3 Solids Back Mixing Model 
The bed is divided into a set of N discreet horizontal sections. As 

indicated in Fig. 1, each section contains an emulsion phase and a 
bubble phase with associated cloud/wake. 

Energy and mass flow into and out of a given section. Bubble gas 
moves upward, entering the control volume at some mass flow rhbg. 
It leaves the volume at the same rate. Entering and leaving temper­
ature are given by Tb(n) and Tt,(n + 1) respectively. Upward moving 
wake solids are carried through the volume at the solids recirculation 
rate ms. Differences in solids flow into and out of the control volume 
have been neglected. The bed composition is principally limestone 
(coal comprises about one percent of the bed material). Except during 
calcination, which occurs quickly when compared to the average stone 
residence time, the weight change of the stone is negligible and this 
assumption does not lead to serious error. 

It has been assumed that wake solids and bubble gas are locally at 
the same temperature. As has been indicated, the actual choice for 
gas temperature is not critical since direct vertical gas phase energy 
transport is not significant compared to the solid. 

Emulsion gas moves upward through the control volume at a mass 
flow meg, entering at temperature Te(n) and leaving at Te(n + 1). 

Downward moving emulsion solids rain through the volume at the 
solids recirculation rate ms. Emulsion solids enter the volume at 
temperature Te(n + 1) and leave at Te(n). 

Solid material moves, within the control volume, from emulsion 
to wake at the solids cross-flow rate riiR. This material enters the wake 
at the average emulsion temperature. Gas cross-flow has been ne­
glected. 

In this model it has been assumed that only the emulsion phase 
gives heat up to the cooling coils. While this assumption may not be 
particularly accurate, for the purpose of calculating heat loss to the 
cooling coils it has the advantage of being simple and does not lead 
to serious error, since the difference between the bubble and emulsion 
temperatures is usually small compared to the difference between the 
bed and cooling water temperatures. 

-Nomenc la tu re . 

A = total cooling coil heat transfer surface 
Ax = bed cross sectional area 
Cs = specific heat of gas 
Cs = specific heat of solids 
<4 = bubble diameter 
dp = average particle diameter 
h = overall bed heat transfer coefficient 
hm = mixing height 
Lf = expanded bed height 
••mf bed height at minimum fluidization 

ma = air flow rate 
rn.bg = bubble gas flow rate 
mc - coal feed rate 
meg = emulsion gas flow rate 
rhu = total bed cross-flow rate 
rfifii = specific solids cross-flow rate 
ms = solids recirculation rate 
QABS = total rate of heat absorption by 

coils 
Qm = heat input rate 

Ta = inlet air temperature 
Ti, = bubble gas temperature 
Te = emulsion gas temperature 
Tw = cooling water temperature 
Ts = stack gas temperature 
Mf c = heating value of coal 
tig = gas viscosity 
ps = solids density 
pg = gas density 
Tft = solids sake residence time 
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An energy balance around a control volume containing bubble 
phase and associated cloud/wake yields 

(msCs + mbgCg)[Tb(n + 1) - Tb(n)] 

+m^k [Tb{n + 1) + Tbin) _ Tein + l)_ TAn)] = 0 (1) 

An energy balance around a control volume containing emulsion phase 
yields 

[rhegCg + msCs]{Te(n + 1) - TAn)] 

+ ^ 7 ^ [Tein + 1) + Te(n) - Tb(n + 1) - Tb(n)] 

and solving for T e ( l ) , 

=>QABSW (2) 

defining the dimensionless parameters 

riiR mbgCg 
0: 

2ms msCs 

and a normalized heat absorption 

QABSW 

msC, 

q(n) -• 
m.C, 

gives 

1 + <b — y y 
Tb(n + l)=T~~!~—LTe(n) + ' 1 + $ + 7 

and 

0 ~ y - 1 
T e ( n + 1 ) = - — Te(n) 

0 + y — 1 

1 + 0 + 7 
[TAn + 1) + Tb(n)] 

(3) 

[Tb(n + 1) + Tb(n)]+-
q(n) 

(4) 
6 + 7 - 1 0 + 7 - 1 

The lower boundary condition is handled as follows. A control 
volume is constructed around the combustion zone, as indicated in 
Fig. 2. All heat release is assumed to be confined to this control vol­
ume. 

Descending emulsion solids, having both given heat up to the boiler 
tubes and received energy via cross flow from hot ascending wake 
solids, enters the combustion zone at Te(l). If it is assumed that the 
thermal contact between emulsion solids and gas is good, the tem­
perature of the emulsion gases leaving the combustion zone will be 
very close to T e( l ) . Upward moving wake solids and bubble gas leave 
the control volume at Tb(l). Cool air enters at some initial air tem­
perature Ta-

Applying the steady flow energy equation to this control volume; 

Qi, •• mcAHc = megCgTAD - msCsTe(l) 

+ rhsCsTb(l) + rhbgCgTb(l) - (meg + mbg)CgTa (5) 

m. C T.U) bg g b 

m C T (1) 
eg g e 

COMBUSTION ZONE 

Fig. 2 Energy balance—eombustlon zone 

510 / VOL. 100, AUGUST 1978 

The dimensions of the combustion zone are somewhat arbitrary. 
In this analysis the combustion zone was assumed to extend from the 
distributor plate to the coal feed point. The model will not, of course, 
provide any information as to the temperature profile within the 
combustion zone. It simply defines the temperature at the zone 
boundaries. The treatment of the upper boundary condition follows. 
The leaving gas temperature is the average of the leaving bubble and 
emulsion temperatures. 

Ts 
rhegTAn) + mbgTb(n) 

(7) 
meg + mbg 

The stack temperature may also be calculated from the overall heat 
balance 

where 

-m a C„T a + maCgTs = mcAHc + QABS 

QABS = hA(T, - Tw) 

(8) 

(9) 

Using the stack temperature in equation (9) in place of the average 
bed temperature greatly simplifies the problem and does not intro­
duce serious error, providing bed temperature gradients are not too 
high. 

For simplicity, entrance and exit gas flows were assumed equal. The 
exit gas flow will be about ten percent greater than the entrance gas 
flow. The effect of this assumption on the overall temperature profile 
will be small. The sensible heat loss due to solids leaving and entering 
the bed has also been neglected. Under normal conditions the solids 
feed rate would be much less than the solids circulation rate and this 
assumption will also lead to negligible error in the predicted tem­
perature profile. Experimental heat balances on the Miniplant show 
the wall heat loss is low compared to heat absorption by the tubes and 
this loss has not been included in the overall heat balance. Then 

aCgTa + rhcbHc-hATm 

maCg — hA 
(10) 

equations (3), (4), (6), (7) and (10) completely specify the problem. 
The equations were programmed for solution by digital computer. 

As a first step, the qualitative response of the system was evaluated 
over a range of operating conditions. 

4 Back-Mixing Model—Parametric Analysis 
The input data used in the calculations are based roughly on the 

operation of Exxon Research and Engineering Company's pressurized 
fluid bed boiler, referred to hereafter as the "Miniplant" [12]. Unless 
otherwise specified, these data are presented in Table 1. 

Fig. 3 illustrates the effect of solids recirculation on bed tempera 
ture profile. As expected, increasing solids recirculation results in a 
flattening of the bed temperature profile. 

Fig. 4 illustrates the effect of cross flow on bed temperature profile. 
The effect of increasing cross flow is to increase the bed temperature 
gradient. This result can be explained in the following manner. Solids 
recirculation, as defined, represents the flow, across an arbitrary 
horizontal plane, of either wake solids (in an upward direction) or 

Table 1 Program input data 

dp = 10~3 m 
ps = 2250 kg/m3 

pg = 2.94 kg/m3 

fi. = 4.06 X 10"5 kg/m-s 
Ax = 0.08042 m2 

Cg = 1009 Joule/kgK 
AHC = 2.236 X 1 0 f Joule/kg 
Tw = 438K 
Ta = 328K 
Cs = 962.8 Joule/K 
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Fig. 4 Effect of solids Interchange on temperature distribution 

emulsion solids (in a downward direction). The solids cross flow, 
rather than representing the transfer of material across a horizontal 
plane, represents the movement of mass between two horizontal 
planes from one phase to another. The greater the distance separating 
the planes, the greater the cross flow. The parameter most useful is, 
therefore, not the total solids cross flow mg, but the specific solids 
cross flow, or cross flow per unit bed height, rhRL, where 

m-Ri = mJLf 

It is possible to define a characteristic mixing height for the bed, 

K 
hm = mR/thRL (11) 

The physical significance of the mixing height is that if, at a given 
point in the bed, a solid particle is entrained in the wake of an upward 
moving bubble, that particle will most likely move from the wake back 
into the emulsion at a height hm above the initial point of entrain-
ment. The mixing height is related to the wake solids residence time 
by 

Tfi : (12) 
Ub 

A bed with low solids cross-flow will tend to have a large mixing 
height. That is, hot solids near the coal feed point will, when entrained 
by a bubble, move far up the bed before moving back into the emulsion 
phase. If the mixing height is low, hot wake solids will reenter emulsion 
at a point near their entry into the wake. The result is that the upward 
transport of energy via solids mixing is normally impeded by high 
solids cross-flow rates. 

It has been observed that solids mixing in fluid beds can be ade­
quately described by a simple turbulent diffusion model. Prom this 
perspective it can be seen that the solids mixing height is analogous 
to the Prandtl mixing length in turbulent flow theory [13]. The eddy 
diffusivity is proportional to the Prandtl mixing length. This is con­
sistent with the observation that the model predicts an increase in 
the thermal homogeneity of the system with mixing height. 

4 Bubbling Bed Theory and Solids Mixing 
There is some doubt that the classic fast bubble theory is applicable 

to pressurized fluid beds of large particles with immersed tubes. 
Recent work has been performed which seems to indicate that for 

the large particle sizes considered for fluid bed combustors the bed 
may operate in the slow bubble or transition regimes [14]. In addition, 
a so-called "turbulent flow" regime has been identified by some in­
vestigators which seems to be characterized by an absence of bubbles 
within the bed. Some data are available on solids movement in at­
mospheric beds of large particles without tubes, but it is not clear that 
these results can be applied to pressurized beds with densely packed 
tubes [15]. The flow regimes in atmospheric and pressurized fluid bed 
combustors are not well characterized at the present time. 

In order to provide a qualitative idea of the effect of bubble size on 
bed temperature profile, fast bubble theory was used to estimate solids 
circulation and interchange rates. Results appear in Fig. 5. The model 
predicts that the average bed temperature gradient should decrease 
with increasing bubble size. These results can be interpreted by noting 
that solids circulation increases, and solids interchange decreases with 
bubble diameter. The solids mixing height (and bed eddy diffusivity) 
must therefore increase with bubble diameter. 

5 Effect of Bed Geometry on Tempera tu re Profile 
A Correlation of Mixing Height and Baffle Dimensions. One 

might expect that the presence of baffling would complicate the 
problem of temperature profile prediction. Fortunately, the baffle 
geometry appears to control the rate at which solids mixing occurs 
and temperature profiles can be predicted when baffles are present 
in a simpler manner than is possible with open beds. 

It is reasonable, in order to estimate solids recirculation rates, to 
equate bubble diameter to some characteristic horizontal bed di­
mension, such as the horizontal tube spacing. Kunii and Levenspiel 
present an expression for solids circulation as a function of bubble 
diameter which is equally valid for the fast bubble, slow bubble or 
transition regimes [3]. This expression has been used in the present 
analysis. 

The solids cross flow rate and/or mixing height must be specified 
with more care, since the predicted temperature gradient is particu­
larly sensitive to these parameters. 

The "scale of turbulence" in FBC combustors is clearly influenced 
by the presence of immersed tubes in the bed. In extending the 
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analogy between mixing height and the Prandtl mixing length, it 
should be noted that turbulent flow theory establishes a precedent 
for relating the mixing height and characteristic physical bed di­
mensions. The mixing length concept has proven useful in analyzing 
mixing processes in the vicinity of turbulent jets, in the neighborhood 
of cylindrical arrays, etc., and it seems reasonable to extend this 
concept to predict solids movement in fluid beds in the presence of 
immersed tubes. 

A tentative mechanism may be postulated whereby, as bubble and 
wake solids move upward and encounter horizontal surface, the wake 
solids are centrifuged out of the bubble phase and into emulsion 
phase. The structure of the bubble is destroyed and, as a new bubble 
is formed, emulsion solids are entrained in the bubble wake and 
transported upward until another horizontal surface in encountered. 
At this point, the process of wake/emulsion solids interchange con­
tinues. 

This scheme presumes, of course, that the mixing height for a 
typical bubble in an open bed is much greater than the vertical baffle 
spacing, so that the bed dimensions, rather than the bubble properties, 
control the solids cross flow rate. 

It seems reasonable to equate the mixing height with some typical 
vertical baffle dimension, such as vertical tube spacing. It is recognized 
that factors other than tube spacing almost certainly influence mixing 
height. However, in the absence of definitive data a more complex 
relation does not appear to be justified. 

The vertical tube spacing of the horizontal coils previously installed 
in the Miniplant were of the order of seven to eight cm. The vertical 
coils presently installed are about 46 cm apart. Using these numbers 
for the mixing height and the other bed parameters cited in Table 2, 
the temperature profiles were calculated using the back-mixing model. 
The results are presented in Figs. 6 and 7. 

Predicted temperature gradients for the vertical coil orientation 
range from 10-20°C/m (depending on the recirculation rate), as 
compared to measured values ranging from near zero to, in the ex­
treme, 20°C/m. For this series of runs the steepest measured gradient 
was observed during a run in which, in order to reduce the bed gra­
dient, the existing horizontal coils were simply rotated 90 deg. The 
mixing height in this instance would have been somewhere around 
20 cm rather than the 46 cm used in this analysis. Theoretical gradi-

T a b l e 2 I n p u t d a t a — p a r a m e t r i c a n a l y s i s 

thc = 0.0233 kg/s 
h = 350 Joule/m2K 
A = 1.102 m2 

Lmf = 1.27 m 
Lf = 2.54 m 
ma = 0.374 kg/s 
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Fig. 6 Vertical coils—theoretical temperature profile 

Fig. 7 Horizontal coils—theoretical temperature profile 

ents for the horizontal coils range from 50 to 75°C/m, as compared 
to measured values of about 40°C/m. As expected, theoretical tem­
perature gradients were not particularly sensitive to the solids recir­
culation rate. 

The agreement between theory and experiment is very good, con­
sidering the simplicity of the model and the uncertainty of some of 
the input parameters. 

B Effect of Coal Feed Rate on Tempera tu re Profile. Mini-
plant operation has indicated that the bed temperature profile was 
more sensitive to coal feed rate with the horizontal coils installed than 
with the vertical coils. 

Theoretical temperature profiles for different coal feed rates with 
horizontal coils appear in Fig. 8. Fig. 9 presents the same information 
for a vertical coil orientation. In both cases the excess air ranged from 
approximately 0 to 100. With the horizontal coils, the bed temperature 
gradient increased from 52.0 to 95.5° C/m as coal feed rate was in­
creased. The range for the vertical coils was considerably less, (from 
7.1 to 12.9°C/m) reflecting, at least in a qualitative sense, the physical 
situation. 

It should be possible, as more data become available, to fit recir­
culation and cross flow rates for one data point and, by assuming that 
coal feed does not effect bed flow patterns, to use these fitted pa­
rameters to project peak bed temperatures under different load 
conditions. 

C Theory versus Exper iment . Theoretical temperature pro­
files have been compared with those measured in a recent Miniplant 

• run. Pertinent data appear in Table 3. Results are presented in Fig. 
10. The correlation is good. Although the model does not reflect the 
actual structure of the temperature profile, the overall theoretical 
gradient is close to the measured value. Structural differences can be 
attributed to the assumption of uniform fluid dynamic properties 
throughout the bed. In an actual bed significant spatial variations in 
solids circulation and interchange would be expected. 

6 C o n c l u s i o n s 
The agreement between theory and experiment seems to confirm 

that solids mixing plays the dominant role in the axial energy transfer 
process. The theory does, however, consistently over-estimate the 
measured gradient by a small, but significant margin. There seems 
to be only one explanation for this, namely the release of heat 
throughout the bed as a consequence of the combustion of of coal char. 
The model could be refined to include heat release due to combustion 
in the energy balance. 

The mixing height is a useful concept for understanding the axial 
energy transport process, and for predicting temperature profiles m 
fluid beds. At the present time the mixing height cannot be obtained 
from bubble properties with any accuracy. In those instances where 
a bed has internals, and where solids mixing is influenced by these 
internals (i.e., when bubble diameter is of the order of baffle dimen­
sions), the mixing height can be correlated with the internal bed di­
mensions. 
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Fig. 10 Comparison of experimental and theoretical results 

T a b l e 3 I n p u t d a t a — c o m p a r i s o n of t h e o r y a n d 
e x p e r i m e n t s 

mc = 0.0383 kg/s 
h = 341 Joule/m2K 
A = 2.2037 m2 

Lmf = 1.58 m 
Lf = 2.37 m 
ma = 0.415 kg/s 

In the simple model proposed here, the mixing height was related 
to the vertical coil spacing. No account was taken of tube arrange­
ments (i.e., staggered tubes versus in-line tubes). Clearly, the tube 
arrangements will influence solids flow and mixing height and some 
more work needs to be done in this area. 

The model treats the mixing height as being constant throughout 
the bed. In practice, the mixing height in the lower bed will be dif­
ferent from the mixing height in the upper bed. In designing a fluid 
bed boiler, it is possible that the mixing height would be intentionally 
varied throughout the bed (in either an axial or, for large boilers, a 
radial direction) in order to optimally configure the system. 
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Performance Ranking of Plate-Fin 
Heat Exchanger Surfaces 
The Kays-London [4] way of presenting heat exchanger performance is modified to use 
the data in the simplified analysis of La Haye, et al. [5] which was extended to permit the 
ready comparison of the performance of the various plate-fin surfaces. Based on the four 
comparison criteria considered, the wavy finned 17.8-3ls W surface of Kays-London is the 
best. 

I n t r o d u c t i o n 

The goal of any heat exchanger comparison method is to enable 
the designer to select from among the various enhanced surfaces that 
surface which is most beneficial. The comparison method should allow 
this selection to be made as easily and as accurately as possible. 

Enhanced surfaces, particularly in the form of plate-fins, have been 
used in heat exchangers for many years. Attempts at comparing 
performance of various surfaces have also been made for many years. 
The more recent of these are by Bergles, et al. [1, 2]. 

La Haye, et al. [3] developed a method of comparing surfaces and 
used it to show how an effective uninterrupted flow length to diameter 
ratio could parametrically order the performance of surfaces. Further, 
Smith [4] developed a method similar to that presented here for 
comparing surfaces. Here, their comparison method is modified and 
used to compare the performance of all the Kays-London [5] plate 
finned surfaces, unfinned surfaces and sand roughened surfaces [6]. 
The method is universally applicable to any other heat exchanger 
surface as well. 

C o m p a r i s o n M e t h o d 
To simplify the comparison method, consider the performance of 

only one side of a plate-fin heat exchanger. This is equivalent to 
considering a heat exchanger with the controlling heat transfer re­
sistance on one side—e.g., gas flow on the side of interest and con­
densing or boiling fluid on the other. We compare the performance 
of various finned and unfinned surfaces for the following quantities 
being the same: 

1. w, flow rate 
2. Tfc, in. hot fluid inlet temperature 
3. TCi in, cold fluid inlet temperature 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, New York, N.Y., December 5-10,1976. Revised manuscript 
received by the Heat Transfer Division July 1,1977. Paper No. 76-WA/HT-
31 

Note also that the heat transfer resistance of the plate separating the 
two sides of the heat exchanger shall be considered to be negligi­
ble. 

Kays and London [4], hereafter referred to as K-L, present data for 
many plate-fin surfaces in terms of heat transfer Colburn modulus, 
j , and friction factor, /, referred to the exposed area, AT, as a function 
of Reynolds number, Re, based on the minimum free flow area, Ac. 

The proposed comparison method converts these j and / magni­
tudes to the base plate area, At,; hence, the effect of the fins is included 
in the new;„ and /„ based on At,. Further, the new Reynolds number, 
Re„, will be based on the open flow area, Ap, as though the fins were 
not present. This requires that the metal conductivity of the fins be 
specified in incorporating the effect of the fins into,/',,. 

The comparison of plate-fin performance is then converted to the 
same base that is currently used in comparing enhanced surfaces (such 
as those utilizing roughness, turbulence promoters, etc.) with plain, 
smooth surfaces. 

Table 1 shows the proposed new definitions of the various quan­
tities compared with the definitions used by K-L [4]. Note from Fig. 
1, Dn = 2b for either a finned or unfinned parallel plate passage. 

To convert data of K-L to the new basis, the following ratios are 
obtained from the definitions, equations (1) through (10), and Fig-
1. 

Ab __ 2aL _ 2 

AT~ &V~ Pb 

where /3 s AT/V 

Lab 1 A F = = _ 

Ac ATrh firh 

Gc AF 

Re„ = DnGn = fib 

Re 40,0c 2 

/„ AFATGC* b 

f AcAbGn* 20W 

(ID 

(12) 

(13) 

(14) 

(15) 
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T a b l e 1 D e f i n i t i o n s . 
Kays and London [5] 
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These ratios were used to convert K-L data to the proposed /„ and 
jn versus Re„. Two assumptions were required in order to solve for 

(16) 

Fig. 1 Sample calculation of nominal diameter and mass (lux for rectangular 
flow passages 

the proper fin efficiency, 7)/, required in the conversion. The heat 
exchanger used was constructed from aluminum (k « 100 Btu/ft-
hr°F) and the gas used was air at 90°F. Fig. 2 shows the two sets of 
curves on both bases for one of the K-L surfaces, namely their 6.2 plain 
plate-fin surface, Fig. 61 of [4]. 

The curve for fn is unique for that surface but the j„ curve is only 

— N o m e n c l a t u r e . 

a = heat exchanger width 
At, = heat transfer area of base surface ig­

noring any enhancement; equals length 
times heated perimeter 

Ac - minimum free flow area 
Aj = frontal area of heat exchanger core 
Ap - flow area ignoring any enhancing sur­

faces 
AT = total heat transfer area 
b = plate spacing 
cp = specific heat 
D„ = nominal diameter; defined by (lb) 
e = roughness height for a granular surface 
/ = friction factor based on total area (AT); 

defined by (4a) 
fn = friction factor based on base area (Ab); 

defined by (4b) 
fs = friction factor for a smooth surface; de-. 

fined by (22) 
£o = conversion factor (= 32.174 lbm-ft/ 

lbf-s2) 
Gc = mass flux based on minimum free flow 

area; defined by (2a) 
Gn = mass flux based on free flow area (Ap); 

defined by (2b) 
" = heat transfer coefficient based on total 

area (AT); defined by (5a) 
hn = heat transfer coefficient based on base 

area (A;,); defined by (5b) 
j = Colburn factor based on total area (AT); 

defined by (7a) 
j n = Colburn factor based on base area (Ab); 

defined by (7b) 
j s = Colburn factor for smooth surface; de­

fined by (27) 
k = thermal conductivity 
£ = fin length from root to center (=6/2) 
L = heat exchanger length 
m = component of fin efficiency (17/); defined 

by (10) 
NTU = number of transfer units; = AhJ 

p = pressure 
P = pumping power 
q = heat transfer rate 
q/A = heat flux 
r„ — hydraulic radius; defined by (la) 
T = temperature 
U = overall heat transfer coefficient 
V = heat exchanger volume on one side 
Nu = Nusselt number; defined by (6a) 
Nu„ = Nusselt number; defined by (6b) 

Pr = Prandtl number 
Re = Reynolds number based on minimum 

free flow area (Ac); defined by (3a) 
Re„ = Reynolds number based on free flow 

area (AF); defined by (3b) 
j8 = ratio of total heat transfer area (AT) to 

volume (V) 
ApF = friction pressure drop 
to = mass flow rate 
r\j = fin efficiency; defined by (9) 
770 = total surface temperature effectiveness; 

defined by (8) 
p = viscosity 
p = density 
e = heat exchanger effectiveness 
6 = fin thickness 
\p = pin diameter 

Subscr ipts 

a = case a parameter (Shape, V — const.) 
b - case 6 parametet (P, V = const.) 
c = case c parameter (NTU, P = const.) 
d = case d parameter (NTU, V = const.) 
e = enhanced surface 
m = heat exchanger metal 
s = smooth surface 
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Fig. 3 Typical plot of heat exchanger effectiveness, e, Versus number of 
transfer units, NTU 

for fins of aluminium. There would be a family of j n curves for various 
fin material conductivities. 

For any heat exchanger, the fluid pumping power per unit volume 
on one side is given by: 

P _ u&pf 2M3 /nRe„3 

v' 
-<*/„Re„3/ZV (17) 

PV g0P2 Dn* 

Since for the same fluid at the same temperature level, p, and p are 
constant. 

The heat transfer for any heat exchanger is given by: 

e(7Y J c, inci^Cp (18) 

For any given flow arrangement, there exists a curve similar to that 
in Fig. 3 which relates t to NTU, where NTU = Ahnlucp. 

This relationship between e and NTU is always monotonically in­
creasing. If fluid properties and flow rate are held constant, an increase 
in Ahn results in an increase in NTU which results in an increase in 
€ and a higher heat transfer rate, q. Therefore, knowledge of either 
Ahn or NTU will allow determination of the heat transfer rate. Thus 
the ratios Ahn/V and NTUIV are quantities of interest: 

NTU = Ahn _ 4M j„Rem ^ j„Re„ 

V Vwcp Pr2 '3 oiDn
2 ^ Dn

2 (19) 

for the same fluid at the same temperature levels, cp, p, and Pr are 
constant, and for the same flow rate, co. 
Similarly 

Ahn 

V 

Acpp. j n R e n 

p r 2/3 n 2 
J nRe n 

(20) 

With enhanced surface data in the form /„ versus Re„ and j 
n versus 

Re„, it is a simple matter to construct the performance parameters 
/„ Re„ 3/D„ 4 and j n Re„/D„ 2, and to plot them as in Fig. 4. Different 
curves will result for different surfaces. Curves for two surfaces shown 
schematically in Fig. 4 will be used to demonstrate the use of these 
curves in determining heat exchanger relative performance. All 
comparisons will be made for the same a, Tc, in, Th, in- This implies 
that any comparison which results in the same value for NTUIV will 
also have the same q/V. 

The schematic curves of Fig. 4 should, for the real surfaces, have 
a scale of Re„ magnitudes labelled along each curve when constructing 
them. 

Point 0 has been selected on surface 1 of Fig. 4. It may lie anywhere 
on the surface 1 performance curve and represent a reference heat 
exchanger having the following specifications: PQ, NTUo, q0, LQ, Apfo, 
Vo, where the subscript zero refers to surface 1. Diagramatically, the 
shape of the reference exchanger is labelled 0 in Fig. 5. 

Four different performance comparisons are immediately available 
from Fig. 4 and are indicated by points a, b, c, and d on surface 2. Here 
the curve for surface 2 lies above the curve for surface 1 in Fig. 4. 

Case a. Same heat exchanger shape and volume (La = £o, Va = 

Vo, AF,a = AF,o)-

JnFten 

Dn2 

life? 

Pig. 4 Performance parameter curves for two surfaces showing points used 
in sample comparisons 

f l o w 
> 

! ! ! 
i , i 
i . i 
i i 
i i 
i : i 

LL 
. _ . J C ^ 

o,a 

J d 
Fig. 5 Relative heat exchanger shape tor sample comparisons assuming 
unit height 

This case represents a comparison of points 0 and a of Fig. 4 
where: 

Re„ Re„ • Bus. 
'Dn0 

since the flow rate (w) and the frontal area (Ap) are 
fixed. The results 

of this comparison are easily obtained as the ratios of the ordinate 
values and abscissa values and their general nature are shown sche­
matically in Fig. 6(a). Fig. 5 shows the same heat exchanger shape for 
this case. Fig. 6(a) shows schematically the magnitude of the increase 
in pumping power and the heat transfer when using surface 2 instead 
of surface 1 in the same shape heat exchanger. 

516 / VOL. 100, AUGUST 1978 Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Case b. Same heat exchanger volume and pumping power. (Vb 
= Vo, Pb = Po). 

This case represents a comparison of points 0 and 6 in Fig. 4 since 
a vertical line in the performance plot has a fixed value of power per 
unit volume. This comparison yields the NTU ratio of the two heat 
exchangers and is easily obtained as the ratio of the ordinate values 
at 0 and b. Results are shown schematically in Fig. 6(b) and shows the 
magnitude of the increase in the NTU for the same pumping power 
for surface 2 compared with surface 1. The relative shape for this case 
is shown in Fig. 5. Since surface 2 has higher friction, the same 
pumping power will be obtained for a smaller Reynolds number, i.e., 
Ret < Reo. This causes the frontal area to increase, Ap^ > Ap^, while 
the same volume requires the length to decrease, Lb < LQ. 

Case c. Same pumping power and number of transfer units. (Pc 

= Po, NTUC = NTU0 (or qc = q0)). 
This case represents a comparison of the heat exchanger size re­

quired for the same "job"—a job being defined as the same pumping 
power resulting in the same heat transfer rate. This comparison is a 
line having a slope of 1 in Fig. 4 (i.e., points 0 and c), since each axis 
is inversely proportional to the volume (NTU and P are constant). 
This results in the ratio of the heat exchanger volume required for the 
two surfaces obtained as the ratio of either the abscissas or the ordi-
nates at points 0 and c. As long as surface 2 lies above surface 1, the 
result will be a smaller volume required to do the same job. The re­
sulting reduction in volume for surface 2 is shown in Fig. 6(c) and the 
relative shape is shown in Fig. 5. 

Case d. Same volume and number of transfer units. (V<j = V0» 
NTUd = NTU0 (or qd = q0)). 

This case compares the pumping power required by surface 2 to that 
required by surface 1 for the case when both heat exchangers yield 
the same overall heat transfer performance. It is obtained as the ratio 
of the abscissas of points 0 and d in Fig. 4, since a horizontal line on 
the performance plot has a constant value of NTU/V. The results are 
illustrated in Fig. 6(d); they show the decreased pumping power re­
quired for surface 2. The surface 2 Reynolds number is the smallest 
of all four cases and consequently, the flow area is the largest. Since 
the volume is the same as the surface 1 exchanger volume, the length 
must decrease and the general shape is shown as d in Fig. 5. 

Thus for a very simply constructed plot of ; '„Ren/d„2 versus 
/nRen

3 /D„4 , it is possible to obtain useful performance comparisons 
between two heat exchangers for four different criteria. 

Cases b, c, and d are the same conceptually as criteria 3, 5, and 4 
ofBergles[2]. 

C o m p a r i s o n of K a y s a n d L o n d o n P l a t e - F i n S u r f a c e s 
All of the plate-fin surfaces were plotted as performance curves of 

j„Ren/Dn
2 versus fnR%n

3/Dn
A, for the same w, TCi in and 7 \ m. This 

is a plot equivalent to NTU/V versus P/V. 
K-L data are available for various finned surfaces having about nine 

different nominal diameters between 0.50 in. (12.7 mm) and 1.646 in. 
(41.8 mm) (b = 0.25 in. (6.4 mm) to 0.823 in. (20.9 mm)). For each 
nominal diameter, all of the finned surfaces were plotted as shown 

b)CaseJ>-.Pb=P0,Vb=V0 

NTUb 

NTU0 

c) Case c: PC=P0,NTUC=NTUQ 

(or q r=qn) 

d) Case d: Vd=V0,NTUd=NTU0 

for qd=: q0) 

in Fig. 7. However, in Fig. 7, only the highest performance curve at 
each plate spacing is shown. 

Table 2 lists all of the K-L plate-fin surfaces by type and surface 
designation. Due to the large number of surfaces used in the calcu­
lations, Figs. 7 and 10 will use the surface numbering system which 
is listed in the right hand column of Table 2. 

All of the plate-fin surfaces were then compared to smooth surfaces 
having no enhancements and having the same nominal diameter (D„), 
(or plate spacing (6)), as the plate-fin surface being compared. This 
was accomplished using all plate-fin surfaces having a common 
nominal diameter of 0.50 in. (12.7 mm) (b = 0.25 in. (6.4 mm)). This 
was chosen due to the quantity of data available. There are 17 surfaces 
having this nominal diameter, whereas, the next nominal diameter 
(Dn = 0.82 in. (20.8 mm)) has data for only three different surfaces. 
The subscript e will be used to denote the enhanced surface and the 
subscript s will be used to denote the smooth surface. 

Fig. 7 Performance parameter curve for plate-fin surfaces. Note: Only the 
best surface Is shown for each plate spacing, and the pin-fin surfaces. 

T a b l e 2 K a y s a n d L o n d o n P l a t e F i n S u r f a c e s . 
Surface 

General Plate Spacing Surface Numbered 
Surface Type b, in. (mm) Designation in Figures as: 

Fig. 6 Typical performance comparison results 

Plain plate-fin 

Louvered plate-fin 

Strip-fin plate-fin 

wavy-fin plate-fin 

pin-fin plate-fin 

0.47 (11.9) 
0.41 (10.4) 
0.82 (20.8) 
0.25 ( 6.4) 
0.48 (12.2) 
0.33 ( 8.4) 
0.42 (10.7) 
0.25 ( 6.4) 

0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.25 ( 6.4) 
0.49 (12.5) 
0.41 (10.4) 
0.41 (10.4) 
0.41 (10.4) 
0.24 ( 6.1) 
0.40 (10.2) 
0.75 (19.1) 
0.50 (12.7) 
0.51 (13.0) 

See Fig. 8 for additional surface. 

5.3 
6.2 
9.03 

11.1 
11.1(a) 
14.77 
15.08 
19.86 

% - 6 . 0 6 
%(a) - 6.06 
V2 - 6.06 
V2(a) - 6.06 
% - 8.7 
%(a) - 8.7 
3/16 - 11.1 
lk - 11.1 
V4(b) - 11.1 
% - 11.1 
%(b) - 11.1 
v2 - n.i 
% - l l . l 
%(b) - 11.1 
y4(s) - n.i 
%2 - 12.22 
V8 - 15.2 
11.44 - %W 
17.8 - %W 
AP-1 
AP-2 
PF-3 
PF-4(F) 
PF-9(F) 

1 
2 
3 
4 
5 
6 
7 
8 

9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
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Smooth surface j„Re„/D„2 calculations were completed utilizing 
the Colburn correlation for forced-convection, turbulent flow in tubes 
with the appropriate nominal diameter (D„) from [8]. This reduces 
to: 

Curve 10 Curve 5 -1 Curve 5-2 

js = 0.023 Re" or i sRe„ = 0.023 Re„° 

For a smooth surface h = hn, G = Gn, Re = Re„ and / = /„. 
Smooth surface /„Re„ S/Dn

 4 was calculated as follows: 

/„ s .0791 Ren or / s Re„ 3 = .0791Re„2-75 

(21) 

(22) 

Combining (21) and (22) to obtain the equation for the smooth 
surface leads to: 

jsRen = .0481 

Dn
2 ~ B„'8 3 6 

Id^nl]02' (23) 

These lines were calculated for three nominal diameters (0.50 in. (12.7 
mm), 094 in. (23.9 mm), 1.646 in. (41.8 mm)) which span the range of 
values for the K-L surfaces and are shown on Fig. 7 as the three 
straight lines at the bottom of the figure. 

Calculations were also made for the five pin-fin surfaces of [5]. Only 
the best of these surfaces is shown in Fig. 7. Surfaces 28, 29, 31 all 
follow surface 30 of Fig. 7 while surface 32 lies atop surface 1. 

For all of the surfaces studied, specific performance comparison 
curves represented by the schematic curves shown in Fig. 6 were 
plotted for all of the surfaces for cases a, b, c, and d. They are pre­
sented in [7] and [8] but are omitted here. It is sufficient here to realize 
that the surfaces which lie higher on the plot of Fig. 7 give the better 
performance for all four cases. 

C o m p a r i s o n of S o m e O t h e r P l a t e - F i n S u r f a c e s 
The same procedure was applied to some other surfaces [9,10,11] 

shown in Fig. 8. The results are shown in Fig. 9, [12], where curve 27 
is reproduced for comparison from Fig. 7. These surfaces lie below 
surface 27 except for surface 5-1. 

C o m p a r i s o n w i t h S a n d G r a i n e d R o u g h n e s s S u r f a c e s 
Many enhanced surfaces have been designed to increase the per­

formance of heat exchangers. Dipprey and Saberski [6] determined 
the heat transfer coefficient and friction factor experimentally for 
rough tubes containing a granular type surface with roughness-
height-to-diameter ratios (e/D) ranging from 0.0024 to 0.049. The best 
of these surfaces from the standpoint of higher heat transfer coeffi­
cients for lower friction factors (i.e., e/D = 0.049) was converted to 
the proposed performance parameters [7]. 

Fig. 10 contains a plot of the performance parameters j n Re„/D„ 2 

versus /nRe„ 3/D„ 4 for the Dipprey and Saberski surface using Dn = 
0.50 in. (12.7 mm), as well as the best two K-L plate-fin surfaces 
having D„ = 0.82 in. (20.8 mm) and 0.50 in. (12.7 mm), respectively. 
Also shown is the smooth surface performance curve for Dn = 0.50 
in. (12.7 mm). On this comparison basis the sand roughened surface 
is better than the smooth surface but falls well below the best of the 
K-L surfaces, 27. 

R e s u l t s of C o m p a r i s o n 
The higher a curve lies on the performance curve of ; n R e „ / D n

2 

versus /„Re„3 /D„4 the better the surface performance. Inspection 
of the curves for all surfaces suggests that the following surfaces, or 
groups of surfaces are best in order of decreasing performance. 

Ranking Number Surface Number 

1 
2 
3-11 
12-14 
15-20 
21 
22-27 
28 
29-30 
31-32 

27 
25 

8,15-20, 23, 26 
21, 22, 24 

13, 14, 28-31 
6 

4, 7, 9-12 
5 

1,32 
2,3 

Surface 1 Surface 2 
C o x & J a l l o u k , 7 2 - W A / H T - 5 6 

Curve 11-2 Curve 11-3 

TPFR1 
Mondt &. Siegla 
7 2 - W A / H T - 5 2 

Curve 11-1 

1/8-13.95 11.5-3/8(W) 13.95(P)°" 
Kays, Technical Report No. 39, 1958 

Fig. 8 Geometry of other plate t in surfaces Investigated 

Fig. 9 Performance curves for surfaces shown In Fig. 8, [12] 

I) Dipprey & Saberski 
2} Smooth Surface 

IO' 9 IO10 I O n IO12 10 l : 

<nR 6n3 [ J . ] 
~6^4 - in* 

Fig. 10 Performance parameter curves for best plate-f in surfaces and Dip­
prey and Saberski (3 ) e /D = 0.049 surface 

It should be remembered that "best" here is based on performance 
criteria as stated in cases a, b, c, and d. The high density fin surface 
usually results in larger frontal areas and shorter path lengths, Fig. 
5. In some cases the resulting exchanger shapes would be unacceptable 
for a particular application; so the designer may be forced to select 
surfaces that lie lower on the performance parameter graph. 

The comparisons here were made only for aluminium fins. 
Changing the fin material to copper or steel may rearrange the rank 
ordering of some of the surfaces. This has not been investigated. The 
same procedure, however, would be used. 

Entrance and exit losses have not been included. These would want 
to be considered for the shorter passage length exchangers. 

In addition the designer considers the cost of the exchanger system. 
This involves not only the cost of the surface but the cost of the 
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ducting which changes as the overall heat exchanger changes. 
The comparisons here focus on one side of the exchangers assuming 

the thermal resistance on the other side is negligible. Sheldon [12] 
made sample comparisons for case c for cross-flow exchangers with 
the same air flow rates, o, on the hot and cold sides. Exchangers were 
sized for a specific case with surface 23 on both sides and surface 27 
on both sides. The volume reduction for the 27 surfaces from the 23 
surfaces was 50 percent. Making the same comparison with negligible 
thermal resistance on one side the volume reduction of other side 
(surfaces 23 to 27) was 53 percent. 

The simple comparisons made here should provide a reasonable 
guide to designers in selecting surfaces. 

CoHclus ions 
1 The comparison method of La Haye, et al. and Smith [4] was 

modified to compare heat exchanger performances on four different 
bases: 

a. Same shape and volume of heat exchanger. 
b. Same exchanger volume and pumping power. 
c. Same pumping power and NTU. 
d. Same volume and NTU. 
2 All of Kays-London plate-fin surfaces, unfinned surfaces and 

a sand roughened surface and a few additional surfaces, Fig. 8, were 
compared on the above bases. 

3 The best surface of those compared is found to be in the wavy-
fin plate-fin 17.8 — % W with plate spacing of 0.41 in. (10.4 mm). 

4 The designer may not always chose this best surface since he 
must consider the shape of the space envelope available, costs of 
surfaces and entrance and exit losses in short path length designs. 
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An Experimental and Analytical 
Study of a Unique Wet/Dry Surface 
for Cooling Towers 
An advanced wet/dry heat transfer surface has been developed for power plant cooling 
towers eliminating the need for conventional dry surface. Hot water to be cooled is chan­
neled down grooves in the surface; the balance of the surface is dry and acts like a fin. The 
cooling air passes over the surface in cross-flow. Since the grooves occupy only a small 
fraction of the surface area, a majority of the heat transfer is by sensible heat transfer. 
In the experimental apparatus the wet surface area was five percent of the total area and-
the heat transfer by evaporation varied between 20 and 40 percent of the total heat trans­
fer. An analytical model indicated that the yearly water consumption of a cooling toiuer 
with the new wet/dry surface would be less than half that of a conventional wet cooling 
tower and fog plumes would be eliminated. 

1 In t roduct ion 

A major problem in the generation of electric power is that of so-
called waste heat rejection. Environmental considerations have re­
stricted the use of once-through cooling systems which reject con­
denser heat directly to a natural water body. A commonly used al­
ternative, an evaporative cooling system, requires a large supply of 
fresh water, and under certain ambient conditions the wet tower can 
produce local fogging and icing conditions which could be hazardous 
to nearby highways or airports. 

A completely closed (or dry) cooling system, while having small 
direct environmental impact, has an initial capital cost several times 
that of the above alternatives and a dry-cooled power plant suffers 
a large loss in capacity during periods of high temperature when 
electrical demand is at its highest. 

One effort to avoid these drawbacks involves a hybrid system of 
evaporative (wet) and dry components. The dry cooling capacity is 
used alone for most of the year with the wet helper components as­
sisting during peak load and/or high ambient temperature conditions. 
This design provides significant savings in water consumption over 
a purely evaporative system and in capital investment and electrical 
production costs over a completely dry system. For example, a hybrid 
system which uses 40 percent of the water consumption of a totally 
wet system has a total evaluated cost (capital plus operating costs) 
approximately one-half that of a dry system [1]. However, the con­
ventional dry surface is still very expensive and is subject to corrosion 
from the effluent of the nearby evaporative units. Also there is an 
increased need for system control and monitoring, and containment 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 5,1977. 

of makeup water for use by the wet towers during the peaking con­
ditions may be a problem. 

One such system has been purchased by the Public Service Com­
pany of New Mexico for use at their San Juan facility. Expected to 
be operational by 1981, the units are designed to save 60 percent of 
the water consumed annually by evaporative towers [1]. 

The Wet-Dry Concept. The advanced wet-dry concept discussed 
here attempts to achieve reduced cost and water consumption with 
one simple heat transfer surface design. (See Fig. 1.) This design re­
stricts the water surface area by channeling the hot water into grooves 
on a series of inclined metallic plates within the tower. The surface 
can be used in a tower similar in design to a conventional wet tewer 
with hot water sprayed on the plates from above and cooling air in­
duced between the parallel plates by a fan or by natural draft. Cooling 
air flowing over the plates removes heat both through evaporation at 
the water surface and by convection from the dry plate surface which 
acts as a fin. Heat is also transferred to the air from the back of the 
plate which is completely dry. Evaporation is thus kept small by t he 
reduced water-air interface, while the elimination of piping, header?, 
etc. cuts the cost of the dry heat transfer surface. Further advantages 
were seen in the possibilities of fog avoidance, high ambient tem­
perature performance and retrofitting of existing wet tower cells. 

Early work on plate design and testing has included visualization 
of water flow over various surface configurations [2,3,4]. A counter-
flow heat transfer model was built and tested, demonstrating reduced 
evaporation rates at high ambient temperature conditions. Design 
considerations and experience with the counterflow model have 
suggested that crossflow air-water design would be best for simplicity 
and low cost. Accordingly, the original apparatus has been modified 
to conduct crossflow experiments. 

The experimental test program and results are presented below. 
These results will be compared to a numerical solution for the com­
bined heat and mass transfer in the test section. The validated nu-
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Water Flow in Ch< 

ZM1 \f ~~%f 
XL 

Distribution Box 

One per Channel 

Collecting Gasin 

Fig. 1 Wet-dry surface and test apparatus 

merical model will then be used to predict the overall performance 
of cooling towers incorporating the advanced design and these will 
be compared to conventional towers. 

2 Experimental Appara tus 
The crossflow model heat transfer test apparatus consists of a 

packing section containing seven plates. The plate material is 0.64 
mm (0.025 in.) thick anodized aluminum which was formed with a 
hydraulic press. Roughening ribs made of lU in. bar stock were at­
tached to the upper surface of the plate to augment the heat transfer 
properties (see Fig. 2). The angle of attack, rib height, and spacing 
were established to optimize the heat transfer to pressure drop ratio 
for the dry surface as found by Han [5]. For the same friction power, 
the surface with the repeated rib has a heat transfer coefficient ap­
proximately twice that of a smooth surface. The individual plates used 
for testing purposes measure 85 cm (33% in.) high X 57 cm (22y4 in.) 
wide and contain seven equally spaced grooves for water flow. The 

Air 

R „ t e , leg 

Brace _ / — | 7.6 cm j — -

Fig. 2 Crossflow packing plate 

total area available for heat transfer was 6.78 m2. Photographs were 
used to establish that five percent of the total surface area was covered 
by water. If the included angle formed by the sides of the water 
channel remains constant, varying the channel depth should not affect 
the percent wet area unless the channel becomes so shallow that the 
water overflows it. 

The plates are arranged in the packing at a 10 deg angle from the 
vertical and spaced 3.8 cm (1.5 in.) apart on center. Air flow baffles 
set at the top and bottom of the packing section serve to eliminate air 
flow over the water distribution and collection areas. The air flow area 
is thus a parallelogram 67 cm (26.3 in.) high X 31 cm (12.4 in.) wide. 
The total air flow area is 2200 cm2 (2V3 ft2). The clearance between 
the side wall and the plate adjacent to it was adjusted so that the air 
velocity through this gap was equal to the air velocity between the 
plates in the center of the test section. Maximum air velocity over the 
plate was 3.7 m/s (12 ft/s) provided by a 0.37 kw (V2 hp) induced draft 
fan. 

Water is fed into the channels from a distribution box set above the 
packing section. Individual holes were drilled for each channel, a 
design which works well on a small test scale, but will have to be 

-Nomencla ture-
C = flow stream capacity rate (mcp), J/s K 

cp = heat capacity, J/kg K 

hd = dry surface heat transfer coefficient, 
W/m2 °C 

h{ = wet surface heat transfer coefficient, 
W/m2 °C 

hp = wet surface mass transfer coefficient, 
cm/s 

hfg
 T = latent heat of vaporization of water at 
TV/kg 

h/g° = latent heat of vaporization of water at 

To, J/kg 
k = plate thermal conductivity, W/m °C 
m = mass flow rate, kg/s 
Pr = Prandtl Number 
Q = heat transfer rate, Watts 
Re = Reynolds Number 
t = plate thickness, mm 
T = temperature, °C 
To = reference temperature, °C 
Z = length of fin, cm 
W.C. = water consumption, £/yi 
W.C.vet = consumption of wet tower, ^/yr 
IV.Co = water consumption of a wet tower 

with a constant air inlet temperature of 

32°C throughout year, ^/yr 
7)/ = fin efficiency 
p = density, kg/m3 

Subscripts 
a = air 
d = dry plate 
in = inlet 
£ = liquid (water) 
mix = mixture (air-water vapor) 
out = outlet 
v = water vapor 
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simplified for an actual system. An improved design which elimates 
the need for the distribution plates is currently under test. A catch 
basin approximately one in. below the plates collected the cooled 
water from the bottom of the plates. Air flow over the free water 
surface is hindered by rubber skirts attached to the air flow baffles 
and allowed to hang into the basin. 

Maximum waterflow rate was found to be about 26 gm/s/channel 
(0.7 lbm/min/channel) or 1.28 kg/s (35 lbm/min) for the test appa­
ratus. Hot water temperature was variable from 27 to 71°C (80 to 
160°F) but cooling air temperature and humidity depended on the 
ambient conditions available in the laboratory. The wet surface area 
of the plates was determined by assuming that the water streams 
completely wetted the vee in each trough. This assumption was based 
on visual observation of the plates under varying water loading. There 
were 45 copper-constantan thermocouples to scan the air and water 
temperatures through the apparatus. Due to the small percentage of 
the water flow which was evaporated, it was impossible to measure 
the evaporation rate accurately by the change in water flow rates 
through the test section. Rather, the moisture content of the air flow 
was measured with an optical dewpoint hygrometer. Rotometers were 
used to measure the water flow rate and a traversing pitot tube was 
used to measure the air flow rate. From these parameters the enthalpy 
changes for both water and air can be calculated as well as the evap­
oration rate and the total heat transfer rate. 

3 Analysis 
The crossflow wet-dry concept was modeled numerically. This 

model divides the plate area into a number of equal sized square 
sueections each assumed to have constant properties. The program 
starts in the upper corner where both air and water inlet conditions 
are known and calculates that subsection's outlet conditions as de­
scribed below. Using these outlet flow conditions as inlets to the ad­
jacent subsection, the program moves over the entire grid. 

The heat and mass transfer calculation within each subsection is 
performed assuming small property change within the subsection. 
Convective heat transfer from the dry plate surface was determined 
by first modeling the plate as a fin (Fig. 3), with the base at the inlet 
water temperature. 

Fin efficiency was calculated from the physical properties of the 
packing plate and the surface heat transfer correlation for ribbed 
surfaces presented in [5]. The plate thickness was selected so that the 
fin efficiency was 0.8 (the heat transfer from the fin was 80 percent 
of that from a plate whose entire surface is at the temperature of the 

Water Surface 
Assumed at T? 

Back of Tough 
Assumed at Tj 

(A) Packing Plate Cross Section 

Insulated Tip 

Base of Fjn Cj 
a t Water - ^ ^ 

Temperature ,-s 

(B) 

Fin E f f i c i e n c y , 

83 

lr • T _ t 
Approximated Fin Model 

n f = 

" f = 

Actual Heat Transfer 
Heat which would be t rans fe r red 
i f e n t i r e f i n area were at the 
base temperature. 

tanh Z - /?hd D /k t 
1 / 2 h d p / k t . 

For very wide f i n s , Ref. 5 

water). On the other side of the plate the surface directly under the 
water trough is treated as being at the water temperature. The water 
surface is assumed to be at the bulk water temperature. Convective 
heat transfer from these areas was calculated with the same heat 
transfer correlation, adjusted as described below. 

Evaporation from the water surface is calculated by using a mass 
transfer coefficient which is related to the heat transfer coefficient 
and physical properties of air and water by the Chilton-Colburn 
analogy [6]. 

hd /Pr\2/3 
(1) 

(2) 

(pcpj \Sc/ 

At the water surface, the evaporation is given as 

drhe = hDdA£(pWmt - pa) 

where pWiai is the water vapor concentration at saturation conditions 
corresponding to the bulk water temperature and pa is the concen­
tration of water vapor in the bulk air flow. The energy transfer due 
to evaporation is thus: 

dQevap = drhf[hfg + cpe(Te^ - T0)] (3) 

where To is the reference temperature at which the enthalpy of liquid 
water is taken to zero. The convective heat transfer from the wet and 
dry surface is: 

[VfhddAd + h£dAe](T£ - Ta) (4) 

By changing the ratio of water surface area to total surface area the 
ratio of energy transfer by evaporation to convection can be altered. 
Adding up the convective and evaporative heat transfer gives the total 
heat transfer for the individual grid section. For the water stream, 

-dQe = dQevap + dQconv 

The temperature change for water in a subsection is 

dTe = [-dQe + drhecpe(Te.m - TQ))lmeMcp 

The humidity change is 

dw = ~drhi/ma 

and the air temperature change is given by 

-dQe - dwma[hfg° + cPu(Tao 
dTa 

To)] 

ma(cPa + wincPu) 

(5) 

(6) 

(7) 

(8) 

Fig. 3 Model of packing plate as a fin 

These changes are added to the inlet conditions to find the outlet 
properties of the air and water flows. This development is similar to 
that presented by Yadiogoroglu [7] for water surface modified for the 
additional dry surface contribution. 

The average heat transfer coefficient is calculated from the corre­
lation for ribbed surfaces shown in [5]. When the local heat and mass 
transfer at the water surface was calculated from the average value 
for ribbed surfaces, the results were somewhat erroneous. This dis­
crepancy is caused by the proximity of the water channels to ribs, the 
distortion of the water surface by the air shear stress and variations 
of the extent of water wetting in the vee groove. It was found in the 
initial tests that when the heat and mass transfer coefficients were 
increased by twenty three percent over those calculated from the 
average coefficients for the ribbed surface, better agreement was 
achieved. This correction was used throughout the program. 

When the repeated rib roughened surface is compared to typical 
dry tower surfaces, e.g., finned tubes, having the same hydraulic di­
ameter, the rib roughened surface provides about a 20 percent im­
provement in heat transfer at the same fan power. However, surfaces 
cannot be evaluated solely on this basis. In order to minimize frontal 
area for the wet/dry configurations rather wide plates, in the direction 
of air flow, are needed. Due to the limited head provided by the fan, 
a relatively large plate spacing is needed reducing the heat transfer 
coefficient obtained from the plate surface. Table 1 illustrates how 
variations in the plate design characteristics alter the overall per­
formance. By the use of cells which have different channel spacings, 
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n„d thus different wet to total area ratios, the water consumption of 
the units can be altered. If cells with two different surface designs are 
used at one plant, then by appropriate control of the cells the water 
c0nsumption can be varied with load and weather conditions. 

4 Exper imental Eesul ts and Comparison with the 
Analysis 

To establish the validity of the above analysis, model tower per­
formance was measured under a number of operating conditions and 
compared with the computer simulation. An energy balance calcu­
lation between the air and water flow streams provided a check on the 
experimental procedure. Calculations [3] showed a maximum un­
certainty of 15 percent. In fact, the maximum observed error in the 
energy balance for 14 test runs was 16 percent with the median being 
about 10 percent. The measured air-side energy change was consis­
tently higher than the water-side. This was attributed to bias in the 
water temperature and air flow rate. 

A scan of the outlet trough temperatures of one packing plate in­
dicated that this reading may have been low, but as the scan covered 
only by one plate and could not be done for all test runs, the results 
were not used in calculating the values of Table 2. Another possible 
source of consistent error is the possibility of uneven air flow through 
the packing section. Care was taken during the model construction 
to minimize this occurrence, but small irregularities in plate support 
and spacing may have allowed air to bypass the exit air-side ther­
mocouples causing a consistently high measurement. End effects due 

to the presence of a large water-free surface in the collecting trough 
and at the outlet points of the hot water distribution box were no­
ticeable in the test data and very likely contributed to an increased 
evaporative heat transfer rate. 

Typical inlet conditions to the model tower were inlet water tem­
perature of 43°C (110°P), inlet air at 13°C (55°F), 4.844 X 10~3 

lbmH20/lbm dry air, air and water mass flows of 4.2 and 0.84 kg/s (114 
and 23 lbm/min), respectively. For these conditions the air tempera­
ture change was 8°C (14°F) and water temperature change 12°C 
(21°F) indicating a relatively low exchanger effectiveness for these 
test conditions. 

The test results are tabulated in Table 2 and are compared with the 
numerical predictions. 

Comparison of data runs such as this with the computer model 
predictions established the validity of the analogy. In only two of the 
fourteen tests did the predictions vary from the measured values by 
amounts greater than the difference in the measured energy change 
between the air side and water side. In these two cases performance 
measurements at high water flow rates were attempted and the ob­
served water streams overflowed their channels and increased the 
ratio of wet to dry surface area over what was assumed in the pro­
gram. 

Fig. 4 shows the effect of inlet air temperature and inlet water 
temperature levels on the heat transfer rate and the percent energy 
transfer by evaporation. For a fixed air temperature, increases in the 
inlet water temperature have two effects: they increase the initial dry 

Table 1 Wet /d ry performance for designs with different channel spacings and different plate widths 

Plate 
Width 
10 ft 
10 
10 
5 

15 

Number of 
Channels 

40 
80 
20 
20 
60 

(in.) 
3 
1.5 
6 
3 
3 

n Channels 
(cm) 

7.6 
3.8 

15.2 
7.6 
7.6 

For All Cases 

QTota\/A 
W/m2 

1126 
1776 
681 

1268 
1022 

QEvapM 
W/m2 

508 
1025 

249 
502 
511 

QEvap/QTotal 
45.2% 
57.5% 
36.5% 
39.7% 
50.0% 

Twateru, = H9.8°F = 48.8°C 
Tairm = 87.4°F = 30.8°C 
Vairin = 11-1 f t /s = 3.4 m / s 
Specific Humidityjn = 0.0188 lb/lb = .0188 kg/kg 
Plate Thickness = 0.025 in. = .064 cm 

Table 2 

Run 

Air Flow Rate kg/min 
Inlet Water Flow Rate, kg/min 
Inlet Air Temperature, °C 
Inlet Air Humidity, kg/kg X 103 

Inlet Water Temperature, °C 
Average Heat Transfer Rate, Kw 
Evaporative Heat Transfer, Kw 
Percent Evaporative Heat Transfer 

Run 
Air Flow Rate, kg/min 
Inlet Water Flow Rate, kg/min 
Inlet Air Temperature, °C 
Inlet Air Humidity, kg/kg X 103 

Inlet Water Temperature, °C 
Average Heat Transfer Rate, Kw 
Evaporative Heat Transfer, Kw 
Percent Evaporative Heat Transfer 

Run 

Air Flow Rate, kg/min 
Inlet Water Flow Rate kg/min 
Inlet Air Temperature, °C 
Inlet Air Humidity kg/kg X 103 

Inlet Water Temperature, °C 
Average Heat Transfer Rate, Kw 
Evaporative Heat Transfer, Kw 
Percent Evaporative Heat Transfer 

No. 
Test 
49.2 

9.3 
26.2 
3.183 

70.4 
11.0 
4.9 

44 

1 
Theory 

11.4 
4.6 

40.3 

No. 6 
51.4 
10.8 
14.4 

4.894 
63.9 
11.0 

3.8 
34 

11.3 
3.5 

31 

No. 
Test 

53.8 
9.5 

-1 .6 
.4117 

58.4 
11.7 
2.6 

22 

No. 
Test 

49.8 
9.5 

26.3 
3.163 

62.5 
8.8 
3.6 

41 

No. 
51.6 
10.8 
13.6 

4.844 
58.1 

9.7 
3.0 

31 

11 
Theory 

11.9 
2.6 

21 

2 
Theory 

9.1 
3.5 

39 

7 

9.8 
2.8 

28 

No 
Test 

53.5 
9.4 

-2 .0 

No. 3 
Test Theory 

49.8 
9.5 

26.1 
2.850 

54.1 
6.4 
2.6 

39 

No. 8 
52.4 
10.4 
13.2 

.3807 
42.9 

5.6 
1.5 

28 

.12 
Theory 

.4244 
63.0 
13.2 
3.4 

25 

13.2 
3.0 

23 

6.8 
2.5 

37 

6.0 
1.4 

23 

No. 4 
Test Theory 

51.2 
16.9 
21.6 
3.505 

59.0 
10.4 
4.5 

43 

No. 9 
54.2 
9.4 
2.0 

.4180 
48.6 

8.6 
1.8 

21 

No. 13 

9.6 
3.3 

34 

8.9 
1.7 

19 

Test Theory 
30.0 
9.5 

27.2 
4.648 

73.5 
9.3 9.4 
4.1 3.9 

44 41 

No. 5 
Test Theory 

51.7 
14.2 
24.9 
3.849 

50.8 
6.9 6.5 
3.1 2.3 

45 35 

No. 10 
54.1 
9.4 

-0 .7 
.4117 

50.9 
10.2 10.4 
2.2 2.1 

22 20 

No. 14 
Test Theory 

29.9 
9.5 

27.2 
4.648 

55.9 
5.4 5.3 
2.3 2.0 

42 37 

Journal of Heat Transfer AUGUST 1978, VOL. 100 / 523 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Water Temperature (C) 

LEGEND 

Taf„ ca/cw 

0 26 C 1.31 

V -1.7 C 1.43 

Theory 

T
o

ta
l 

Q
 

" 
-

- I 
1 

Total 
Heat 

" \ D R Y 

«ET/DRY~~—-

W E T ^ 

WET/DRV 

10 
L 

and Evaporative In le t Air 
Transfer Rate ' Temperature 

T „o t water= 1 3° F (53 C) 
In le t A i r 3 10% R.H. 

^ ^ ^ E ^ s i g n Point 

—^__ 
20 30 40 50 

, S-. . !_ . ,_! , J 
80 100 

Inlet Air Temperature 

(C) 

(F) 

V 

o 

_J7_ 

__©____ 

V 

0 

50 60 70 

Water Temperature (C) 

Fig. 4 Comparison o! model theory and issi results 

bulb temperature difference, thereby increasing the convective heat 
transfer, and they also increase the saturation vapor pressure thus 
increasing evaporation. It is the latter effect which causes the non-
dimensional Q to rise. Note at low air temperature levels evaporation 
is severely reduced and the effect of changing the water temperature 
is diminished. For a fixed design the ratio of evaporative to total heat 
transfer is a very strong function of the inlet air temperature and a 
weak function of the inlet water temperature. 

The plate was subdivided for these calculations into 625 subsections 
arranged in a square 25 X 25. The agreement between the data and 
predictions indicate the accuracy of the computer method and the 
correlations used for heat and mass transfer coefficients. 

5 C o m p a r i s o n s w i t h C o n v e n t i o n a l T o w e r s 
The computer model can be used as a tool to compare the perfor­

mance of a tower using the new surface design which will be desig­
nated the wet/dry tower, to more conventional wet and dry cooling 
towers. Fig. 5 shows a comparison of the off-design performance of 
the three types of towers. The wet/dry tower is assumed to have 5 
percent wet surface area. The major energy transfer mechanism in 
the wet tower is evaporation, about 80 percent of the energy transfer 
is by evaporation. The driving potential is the water vapor concen­
tration difference between saturated water conditions and bulk air 
conditions. This difference is a weak function of inlet air conditions 
until very high inlet humidities and air temperatures are reached, thus 
the evaporative tower exhibits the smallest capacity decrease with 
increasing ambient temperatures. The wet/dry tower exhibits a be­
havior between the conventional wet and dry towers. As the percent 
wet area is increased, the wet/dry tower approaches wet tower per­
formance. The curves in Fig. 5 are normalized to a fixed design tem­
perature. Although it is not shown in Fig. 5, it must be remembered 
that at the same design heat rejection rate, the wet tower will require 
the least surface area and the dry tower the most area. 

Fig. 6 shows the relative humidity of the exhaust air of the wet and 
wet/dry tower assuming the inlet air is at 90 percent relative humidity. 
As the exhaust relative humidity increases toward 100 percent, there 
is increased potential for fogging to occur. Note the low exhaust rel­
ative humidities for the wet/dry tower which indicate that fogging will 
not occur. 

The annual water consumption of the wet/dry tower was compared 

Total and Evaporative In le t Air 
Heat Transfer Rate ' Temperature 

- 100 F (38 C) hot water 
In le t A i r » 401 R.H. 

100 

In le t A i r Temperature 

Fig. S Comparison of wet/dry performance with conventional wet and diy 
towers 

100 

-j 95 

" 90 

Relative Humidity @ Exhaust C o n d i - ^ \ 
t ions for a WET Cooling Tower \ 

In le t Air 0 90* R.H. 

0 10 20 30 

\ 130 

\ 100 

40 

100 

80 

60 

40 

20 

40 60 80 100 (F) 

In le t Air Temperature 

Relative Humidity @ Exhaust Conditions 
for a WET/DRV Cooling Tower 

60 80 
Inlet Air Temperature 

Fig. 6 Relative humidity at the exhaust of wet/dry and conventional wet 
lowers 

to that of a wet tower and a combined system of wet plus dry cooling 
towers for equal design cooling capacity. Figs. 7 and 8 illustrate the 
results for four different locations. W.C.Q is a common datum used 
to nondimensionalize the water consumption rates for the different 
towers. The figure beside the dry tower indicates the dry bulb tem­
perature at which the dry tower can carry the entire cooling load of 
the power plant. Note that a combination of a wet/dry tower with a 
dry tower has a considerably lower water consumption rate than a 
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Fig. 8 Seasonal water consumption 

combined wet plus dry tower. For a fixed maximum or total yearly 
Water consumption, a wet/dry plus dry tower system requires a much 
smaller dry tower than a wet plus dry system. Fig. 9 illustrates the 
total yearly water consumption for various systems. 

For a utility with a large summer peak, the wet/dry tower can be 
Used with a wet topping unit to reduce lost capacity penalities. 

Fig. 9 Yearly water consumption 

C o n c l u s i o n s 

Experimental results have proven the effectiveness of the wet/dry 
plate concept in reducing cooling system evaporation. Good agreement 
was achieved between the test results and the numerical model. 
Studies using the numerical model have predicted a yearly water 
savings of 60 to 65 percent over a purely evaporative tower system. 
In addition, the possibility of site fogging has been eliminated. 

Initial cost estimation [4] has shown the wet/dry plate concept to 
be competitive with presently available reduced-evaporation alter­
natives. 

Additional work is underway on the problems of water distribution 
and collection as well as plate manufacture and on-site construction. 
Finally, tests and analyses of the advanced wet/dry cooling tower 
concept have shown it to be an effective, simplified and competitive 
method of rejecting condenser heat to the atmosphere at a reduced 
rate of water evaporation. 
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Heat Transfer During Piston 
Compression 
An experimental and theoretical study has been carried out to determine the unsteady 
heat transfer from a nonreacting gas to the end wall of a channel during the piston com­
pression of a single stroke. A thin platinum film resistance thermometer records the sur­
face temperature of the wall during the compression. A conduction analysis in the wall, 
subject to the measured surface temperature variation, then yields the unsteady heat 
flux. A separate analysis based on the solution of the laminar boundary layer equations 
in the gas provides an independent determination of the heat flux. The two results are 
shown to be in good agreement. This is true for measurements that were made in air and 
in argon. Results for the heat transfer coefficient as a function of time are also presented 
and exhibit a nonmonotonic variation. 

Introduction 
The determination of the heat transfer from a gas to an enclosure 

during piston compression represents a problem that is of consider­
able practical importance as well as being one of fundamental interest. 
With respect to internal combustion engines, wall heat transfer pro­
cesses are critical to the quenching of wall reactions leading to high 
hydrocarbon emissions, the durability of engine components, the loss 
of energy leading to decreased efficiency, etc. [1-5]. The transient, 
variable volume (moving surface), variable pressure aspects of the 
compression process result in complex phenomena that are difficult 
to appraise (for example, refer to [6-9]). 

The present experiments were carried out in a single pulse, com­
pression-expansion apparatus [8]. The work is an experimental and 
theoretical study of the unsteady end wall heat transfer during piston 
compression. The measurements were carried out during the com­
pression stroke of a single pulse. 

Experimental Appara tus and Measurements 
The present set of measurements was carried out to determine the 

heat transfer from a gas to the wall of a channel of square cross section 
during piston compression. The apparatus used was a stainless steel 
enclosure that was fitted with a pneumatically operated piston (cf. 
Oppenheim, et al. [8]). There are three main elements in the appa­
ratus: the compression chamber or test section, the driving chamber 
and the displacement control chamber. The chambers are separated 
from each other by bearings and seals, and contain separate pistons 
which are connected by an adjustable shaft (Fig. 1). 

The test section has four ports on the top and four ports on the 
"ottom walls. The chamber can be purged and filled through these 

Present address: Union Carbide Corporation, Bound Brook, New Jersey. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

J* HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 21, 1977. 

ports which may also be used for temperature and pressure mea­
surements. The end block of the chamber also has a port which may 
be adjusted to allow for a variety of configurations. The test section, 
38 mm X 38 mm, contains an aluminum piston that is fitted with 
teflon seals. The test piston is connected by an aluminum rod to an­
other piston in the driving chamber. The driving force for this piston 
is provided by the pressure difference across the piston. The pressure 
is supplied from compressed gas stored in a large tank near the ap­
paratus. The flow through the driving chamber is controlled by a 
system of solenoid valves that are operated electronically. 

The displacement control chamber is filled with oil and contains 
a series of snubbers which vary in inside diameter. The controlling 
piston in this snubber section, which is connected to the driver piston, 
moves first in an area of increasing cross section, then in a constant 
area and finally into a region of decreasing cross-sectional area. The 
snubbers can be changed to provide for different trajectories and 
strokes. A typical stroke for the present experiments was 5 in. (130 
mm) with a compression ratio of 8 and a time interval of 30 ms. 

Fig. 1 Experimental apparatus including (a) compression chamber, (b) 
driving chamber and (c) displacement control chamber 
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The main shaft extends beyond the snubber section and is fitted 
with a steel rack with a set of teeth. Opposite the shaft is a magnetic 
pickup that senses the teeth as they pass by. The corresponding 
change in voltage is then recorded as a function of time (Fig. 2) which 
yields the piston displacement as a function of time. To determine 
the pressure in the test section as a function of time, a Kistler pressure 
transducer (SN 52036) was placed in one of the ports. The output is 
shown in Fig. 2. 

To measure the temperature of the wall as a function of time, a 
thin-film resistance thermometer was used. This gauge was built to 
fit the end block, and also the side wall of the test section, and was 
mounted flush with the wall to avoid disturbing the flow. The resis­
tance thermometer consisted of a thin platinum film on an insulated 
backing. In the present experiments platinum was painted on a ma­
chinable glass-ceramic base (Macor, made by Corning Glass Works). 
The gauge was then baked in an oven to a temperature of 750°C to 
drive off the volatile constituents and to obtain a good metal-glass 
bond. Typically, the films had a resistance of 100 ohms with typical 
dimensions 1.3 cm X 0.3 cm. 

The resistance thermometer was connected as the active element 
in a d-c bridge. A temperature change caused a change in resistance 
of the platinum film which caused an unbalance in the bridge. The 
resulting voltage was then amplified and displayed on a Tektronix 
oscilloscope (Fig. 2). For calibration purposes the resistance ther­
mometer was placed in an enclosure that was thermally controlled 
and the voltage output of the bridge was recorded as a function of the 
temperature. The calibration tests were performed before and after 
the experiments and no changes were observed. 

Numerous studies have been carried out with thin-film resistance 
thermometers [10-21]. These studies have demonstrated the dura­
bility of these gauges and their rapid response times. Indeed, calcu­
lations give a response time that is less than one ps and this has been 
confirmed by measurements that were made with these gauges in a 
shock tube. One important application has been in the determination 
of the wall heat flux based on the measured surface temperature 
histories. The evaluation of the heat flux is dependent on the prop­
erties of the insulating base, in particular on the parameter (pcfe)1/2. 
The value of this parameter obtained directly from experimental 
gauge measurements for a pyrex base [13,16, 21] is 0.036 cal/cm2°C 
s1 '2 (0.151 watt s1/2/cm2K) which is in very good agreement with the 
value calculated from the bulk properties of pyrex; namely, 0.035 
cal/cm2oC s1'2 (0.146 watt s^ /cn^K) . The value of (pcfe)1/2 for Macor 
based on the values of the bulk properties [22] is 0.033 cal/cm20C s1/2 

(0.138 watt s1/2/cm2K) and this is the value that has been used in the 
present experiments. 

A n a l y s i s 
The determination of the heat flux during piston compression is 

based on the measured surface temperature of a thermally infinite 
solid (Macor) that is initially at a constant temperature. The solution 
for the wall heat flux is given by [16]: 

Qw,s • 
ihpc kpc\ i/2 r-t 1_ 

ir / J o (t - t) 
d^dt U) 

t ) 1 / 2 dt 
To perform the numerical calculations for the heat flux it is more 
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Fig. 2 Typical oscillogram for surface temperature, displacement and 
pressure measurements 

convenient to use the following form of equation (1) [16]: 

(kpc\U2 <Ta(t) - Tj (?) if 
2 J o 

<Ta(t)-

(t-t) 
™dt\ 
3/2 (2) 

which does not involve measurement of slopes. 
An alternative approach for the determination of the wall heat flux 

is based on a solution of the conservation equations in the gas as ap­
plied to the thin boundary layer near the end wall. Neglecting viscous 
dissipation and taking the pressure to be uniform yields the following 
one-dimensional equations of continuity and energy: 

dp d(pu) 
1 

dt dx 

pc. 
[dT udTl dp„ d / , dT\ 

dx J dt dx \ dx I L dt 

(3) 

(4) 

where x is the coordinate perpendicular to the wall. These are the 
same equations used by Isshiki and Nishiwaki [20] in their study of 
the effects of cyclic changes in an internal combustion engine and their 
analysis is used below. (For the simpler constant pressure problem 
refer to [18].) The continuity equation is satisfied by a stream coor­
dinate 41 according to 

(5) 
p di^ pu d\p 

Pi dx pi dt 

where p,- is the initial density (or a density at a specified state) of the 
gas. Using the ideal gas law, p«, = p RT and a linear thermal conduc­
tivity variation with respect to temperature, the energy equation in 
^, t coordinates becomes: 

dT = y_- 1 T dp 

dt ~ 

The transformation dr 

dT_ 

dr 

• -f ai 
pad

2T 

y p „ dt pi dtp2 

(p„lpi)dt [20] then yields 

7 - 1 T dp, 

dr 
•f a; 

d*T 

(6) 

(7) 
7 p „ <JT d i^ 2 

The gas outside the boundary layer is assumed to be compressed 
isentropically so that p«,/p,- = (T„/T,)T/(">~1). Making this substitu­
tion yields 

dT_ 

dr * 

T dTa 

T„ dr 
+ CXi 

d2T 
(8) 

Then, introducing the variable <j> 
[20] 

di/-2 

T/T^ into equation (8) gives 

-Nomenclature. 

c = specific heat of solid 
cp = specific heat of gas 
h = heat transfer coefficient 
k = thermal conductivity 
p = gas pressure 
q = heat flux 
R = gas constant 
t = time 
T = temperature 

u = gas velocity 
V = volume 
x = coordinate normal to wall 
a = klpCp = thermal diffusivity 
7 = ratio of the specific heats 

T 
4> = — = temperature ratio 

p = density 

i/< = stream coordinate 
r = transformed time 

Subscripts 

8 = gas 
( = initial 
s = solid 
w = wall 
•» = outside boundary layer 
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d 0 _ d2<p 

dr d^2 

subject to the conditions 

<M, 0) = 1 

0(0, r) = TJT„ = TJTdVi/Vp-1 = 0„, 

'M™. T) = l 

Note that the wall location corresponds to <[/ = 0. 
The solution for the wall heat flux is then given by [16]: 

qwJI~+kadxL-o" 

(9) 

(10) 

kwpwT„ rr 1 d<j>w 

p,-(ira,-)1/2 J o ( T - ? ) 1 ' 2 d7 T 

(11) 

or 

9 w ^ ~~ 
„pwToo I(J>W(T) - 1 1 rT 4>W(T) - <t>w(r) \ . . 

-dr\ (12) Pi(ff«,)1/2 I T 1 ' 2 

r r f e ( T ) -
J o ( T — T. )3/2 

B e s u l t s a n d D i s c u s s i o n 
Experiments were carried out in air and in argon with the thin film 

gauge placed at the end wall of the compression chamber. Typical 
results for the unsteady heat flux as determined from both the solu­
tion of the conduction equation in the solid, qWtS, and the solution of 
the laminar boundary layer conservation equations in the gas, qw,g, 
are presented in Pigs. 3 and 4. The results for the heat flux from these 
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two independent methods are seen to be in good agreement although 
we do have more confidence in the result based on the conduction 
analysis in the solid. This is because the calculation for qWiS only de­
pends on the variation of the wall temperature, Tw, and the constant 
properties of the solid. In contrast, the calculation for qWig requires 
the specification of the variation of the thermal conductivity of the 
gas with respect to temperature, the piston trajectory, that is, the 
volume of the compressed gas as a function of time, etc. It is noted that 
the determination of qWiS is influenced by the value of the parameter 
(pck)l/2, the nonzero thickness of the platinum film and the sensitivity 
of the gauge. On the basis of numerous investigations it has been 
concluded that the heat flux can be determined to an accuracy from 
±5 to ±15 percent [16]. 

In the determination of the heat flux qwg, the dependent variable 
was shown to be 4>w = TJT„ = Tw/Ti{Vi'/Vp-\ Calculations were 
carried out for constant and for time varying values of the wall tem­
perature, but because the variation in the wall temperature was small 
in comparison to the much larger variation of T„, the results were 
essentially the same. There are many applications when the variation 
in Tw is small and is not measured (so that the conduction analysis 
in the solid cannot then be used as the basis for determining the heat 
flux). Hence, for these applications qW£ (which is in good agreement 
with qWiS) provides the basis for calculating the heat flux. In detail, 
for <J>U,(T) = TW(T)/T„(T) at constant/T„(T), equation (12) be­
comes 

Qu 
Pi(ic<Xi)in 

T „ ( T ) 

T l / 2 

T„(r)Tu 

Jo 
r „ - i ( T ) - r „ - M ? ) 

(13) 
( T - 7 ) 3 / 2 

so that the heat flux is determined solely from the variation of T„. 
Of particular interest is the result for the heat transfer coefficient 

during piston compression which is obtained from the relation 

1 kpc\Ui lTw(t) - T> 

T_ - Tw T.it) - Tw(t) e) 
+ 2 Jo 

t l / 2 

' Tw(t) - Tw(i) 

(t - F)3« 
dt\ (14) 

The results for h are presented in Figs. 5 and 6 along with the values 
for V/V,', T„, Tw and qW:S. The values for h based on qWig are in good 
agreement with those based on qlUiS and are therefore not shown. Note 
that the heat transfer coefficient first decreases with time but as the 
compression continues, h reaches a minimum value and then increases 
with time. At the beginning of the compression the increase in the 
boundary layer thickness causes the heat transfer coefficient to de­
crease with time. However, as the compression continues work done 
by the piston and the convective transport (in the boundary layer 
towards the wall) become more important, finally causing the heat 
transfer coefficient to increase as shown in Figs. 5 and 6. For com­
pleteness, it is noted that the convective transport is a result of the 
drop in the gas temperature between the outer region and the region 
near the wall and the associated increase in density near the wall. 
Indeed, the density increase is brought about by the convection of the 
gas towards the wall. Reference to [18] should also be made which 
considers this effect in respect to a constant pressure problem. 

It is noted that under ideal conditions the piston should come to 
a smooth stop at the end of the compression stroke. However, in 
practice the piston rebounds near the end of the stroke. This is ac­
companied by a decrease in the pressure which is followed by a slight 
rise as the piston completes the compression and then comes to the 
final position (Fig. 2). 

In closing it is pointed out that there is some effect due to mixing 
in the gas resulting from the vortex that forms at the piston-wall in­
terface [6-8]. This effect is directly reflected in the result for the heat 
flux from the conduction analysis in the solid via the measured wall 
temperature variation. However, in the boundary layer conservation 
equations in the gas any mixing effect must also be included as an 
additional convective transport mechanism. The omission of this 
contribution is consistent with the slightly smaller results obtained 
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Fig. 5 Measured and calculated variables 

for qWg in comparison to qW:S. Furthermore, the velocity of the piston 
directly imparts a velocity to the gas which has also been omitted in 
the boundary layer analysis. This is (also) consistent with the slightly 
smaller results for qws. 

Conclusions 
The unsteady wall heat flux during piston compression of a single 

stroke has been determined by two independent methods. The heat 
transfer based on the laminar boundary layer equations and the piston 
trajectory yields results that are in good agreement with the flux ob­
tained from the conduction analysis in the solid. This is true for end 
wall measurements that were made in air and in argon. Results for 
the heat transfer coefficient for all cases exhibit a nonmonotonic 
variation with respect to time. 
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Aerothermochemistry of Metal 
rosion 

by Hot Reactiwe Gases 
Analytical studies were conducted to investigate the mechanisms of metal erosion pro­
duced by short exposures (< 2 ms) to flowing high pressure (~ 350 MPa), high tempera­
ture (~ 3000 K) reactive gases. Previous experimental studies established that the intense 
heating during the short exposure produced melting and, when reactive gases were used, 
oxidation of the surface and enhanced erosion. The reactions were modeled as diffusion-
limited, heterogeneous surface reactions which achieved equilibrium at the gas/metal in­
terface. Calculated results for the sequential events of initial heating, surface reactions, 
and melting explained and correlated the experimental trends for Fe, Al, Ti, and Mo. 
Rapidly increasing erosion rates with increasing Oi concentration are the result of the 
surface reactions between the metal and 0%. As O2 concentration increases, the heating 
produced by the surface reaction exceeds the forced convective heating which, in turn, 
greatly enhances the melting rate. 

I n t r o d u c t i o n 

Subjecting metals and metal alloys to a stream of high-pressure (up 
to 350 MN/m2) and high-temperature reactive gases (2500 to 3000 
K) flowing at high Reynolds numbers (up to 5 X 106) produces re­
gression rates (i.e., erosion) of the metal surface that are much higher 
than the rates calculated from the theory of inert melting. The ex­
posure times considered in this study are generally very short, on the 
order of one to two milliseconds. In earlier papers [1,2] which pre­
sented experimental data of steel and aluminum, the regression rate 
augmentation was hypothesized to be a result of the chemical inter­
action between the metal and the high-speed gas flow. However, in 
the-previous studies no effort was made to model the chemical in­
teractions. 

The interpretation of the gas-metal interactions in combustion gas 
experiments is always obscured to some degree by the simultaneous 
presence of a large number of gaseous species formed in combustion 
processes. The problems associated with large numbers of gaseous 
species (i.e., using combustion gases) were overcome by developing 
and using a ballistic compressor [3]. The ballistic compressor is a 
device that provides hot, high-pressure individual gases (or prescribed 
gas mixtures) which can be brought into contact with a metal speci­
men for the study of the interaction processes. This paper uses the 
results of experimental studies in which high-pressure and high-
temperature flows of individual gases and gas mixtures interacted with 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the AIChE-ASME Heat Transfer 
Conference, Salt Lake City, Utah, August 15-17, 1977. Manuscript received 
l>y the Heat Transfer Division November 8,1977. Paper No. 77-HT-12. 

steel alloy AISI 4340, aluminum alloy 6061-T6, and pure materials 
(e.g., Fe, Ti, and Mo) and interprets the experimental findings in 
terms of the aerothermochemistry of the gases interacting with the 
metals. 

A number of investigations have been performed on the high-
temperature oxidation (e.g., [4]), combustion (e.g., [5,6, and 7]), and 
ignition (e.g., [8]) of metals in stagnant or low flow environments. The 
present study considers chemical reactions of metals in a very high-
pressure and high-speed flow system. These reaction rates are ex­
tremely fast compared to those of [4-8]. The introduction of fluid 
dynamics in gas-metal reactions alters considerably the mechanisms 
of oxidation and combustion proposed for the stagnant atmosphere 
studies; the high-speed flow limits the build-up of oxide scales which 
normally offer some protection from further oxidation. 

E x p e r i m e n t a l A p p r o a c h 
The ballistic compressor utilizes a reservoir of driver gas to drive 

a piston to compress adiabatically the desired test gas. In this manner, 
the apparatus produces a quantity of hot, high-pressure gas (e.g., 350 
MN/m2 and 3000 K) that flows through the choked test orifice. The 
pressure history of the test gas is monitored by a high-frequency 
Kistler 607 piezoelectric pressure transducer. A detailed description 
of the ballistic compressor is given in [3]. 

The high-pressure and high-temperature gases generated by the 
ballistic compressor are brought into contact with metal specimens 
by passing the gases through a small orifice, 0.066 cm diameter hole, 
in disks 0.25 cm thick (see configuration in Fig. 1). Either individual 
gases (e.g., H2, N2, and Ar) or gas mixtures (e.g., O2/N2, Ar/CC>2, and 
H2/N2) are used. However, this paper will concentrate on the effects 
produced by N2 and O2/N2. Metal test specimen mass loss and re­
gression depths (measured by a profilometer with 1 nm resolution) 
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Fig. 1 Configuration and nomenclature of test specimen 

are the primary quantitative data used to indicate the degree of the 
gas-metal interaction during exposure. 

ANALYTICAL APPROACH 
Outline of the Erosion Model. The extreme conditions of 

high-pressure and high-speed flow of reactive gases in the system 
produce situations under which the buildup of the oxide scales is 
limited and molten matter (of either oxide or metal), if formed, is very 
rapidly wiped off by the shear forces of the flow. Evidence of the 
formation of the melt layer and its removal is included and discussed 
in [2] and [9], 

In stagnant or low-flow conditions it has been observed that some 
metals burn in the vapor phase while others are consumed by surface 
reactions [6, 7,8]. Simple criteria such as the boiling point of the metal 
and its oxide have been used to categorize these processes. For ex­
ample, those metals whose boiling temperature is lower than the 
boiling point of their oxide (e.g., aluminum) burn in the vapor phase. 
It is anticipated that others (e.g., iron and titanium) with boiling 
temperatures higher than the boiling temperature of the oxide burn 
on the surface [6, 8]. In the present case the situtation is quite dif­
ferent; therefore, the reaction mechanism is modified. The rapid re­
moval of the molten layer prevents the temperature of the surface 
from exceeding the melting temperature of the metal, and the surface 
is exposed to the attack of reactive gases. Therefore, surface hetero­

geneous reactions between the metal and the reactive gases are ex­
pected for any metal under those conditions regardless of the criteria 
which are used to characterize the combustion of metals under low-
flow conditions. This explanation is not inconsistent with the findings 
of Summerfield, et al. [9] for aluminum burning in the gas phase when 
aluminum is exposed to high-pressure, high-temperature combustion 
gas flows. Indeed, due to the wiping off of the molten aluminum from 
the surface, it is likely that droplets and vapors of the metal exist and 
also react in the flowing gases. For the conditions considered in this 
paper, reaction rates are assumed to be very fast in comparison to gas 
phase diffusion processes. The erosion is a result of both the chemical 
attack of the surface by reactive gases and the melting and melt-layer 
removal by the flow. 

Physical Situation Considered in Model. The erosion process 
includes several steps in which successive and simultaneous heat 
transfer, surface reaction, and melting events take place. The relative 
importance of individual events depends on the severity of a particular 
pressure versus time program and the oxidizer concentration. Ac­
cordingly, the reader should keep in mind that in the discussion that 
follows, a specific type of exposure is being considered. The events 
which may occur at the surface of metal specimens and which have 
been included in the mathematical model are: 

1 As the gases are compressed, they increase in temperature and 
flow through the orifice in the metal specimen. This is the beginning 
of the forced convective heating. (Fig. 2 will be used to illustrate the 
sequence of events.) 

2 As the piston moves toward the end of the ballistic compressor 
(see Fig. 2 (a)), the rate of pressurization and rate of temperature rise 
accelerate rapidly toward their peak values (i.e., the point of maximum 
piston travel and minimum gas volume). During this period, the 
convective heating rate, qB, accelerates rapidly, since both the free 
stream temperature and the convective heat transfer coefficient are 
increasing (see Figs. 2 (a) and (b)). For gases which contain a highly 
reactive oxidizer, heating due to surface reactions, qr, becomes 
prominent above a threshold temperature (compare the results for 
N2 and air in Fig. 2 (c)). For cases in which these reactions are very 
exothermic (e.g., when the reactive gas is oxygen), the heating due to 
surface reactions may be much greater than the nonreactive convec­
tive heating. As the metal and oxidizing species react, metallic oxides 
are formed (for discussions of oxide formation on steel, see [1 and 2]) 
and may be carried away by the shear forces of the high-speed flow. 
This is the first mode of material loss or erosion. 

3 As the surface temperature continues to increase, the solidus 
or melting point is achieved. As the metal becomes mobile, it is carried 
away by the flow. This is the second mode of material loss. 

4 After peak pressure is achieved (and the piston in the ballistic 
compressor reverses its direction), the gas temperature begins to 
decrease rapidly. Accordingly, qg decreases rapidly. Indeed, for sit­
uations in which surface reactions are prominent, the gas temperature, 

-Nomenc la tu re . 

c = specific heat, J/kg-K 
cp ~ gas specific heat at constant pressure, 

J/kg-K 
C = molar concentration, kg-mol/m3 

d = hydraulic diameter, m 
D ~ gas molar diffusivity, m2/s 
AG = Gibbs free energy per kg-mol of O2, J 
h ~ heat transfer coefficient, W/m2-K 
hm = mass transfer coefficient, m/s 
AHR = enthalpy of reaction, J/kg-metal 
J ~ mass flux on molar basis, kg-mol/m2-s 
Kp = equilibrium constant based on partial 

pressures, atm - 1 

L = latent heat of fusion, J/kg 
Me = metal 

M = molecular or atomic weight, kg/kg-
mol 

Nu = hd/Xg, Nusselt number 
Pr = ngCp/\g, Prandtl number 
p = pressure, Pa 
q = heat flux, W/m2 

r = linear erosion rate, m/s 
Ru = universal gas constant, J/kg-mol-K 
Re = pgiigd/ng, Reynolds number 
Sc = UglpgD, Schmidt number 
Sh = hmd/D, Sherwood number 
t = time, s 
T = temperature, K 
Tm = metal melting temperature, K 
u = axial gas flow velocity, m/s 
x,y = stoichiometric coefficients 

y = distance from metal surface, m 
Y = molar fraction 
A = thermal conductivity, W/m-K 
v = stoichiometric ratio: mol-metal/mol-Oz 
S3 = collision function 
p = density, kg/m3 

Subscripts 
g = gas, gas phase 
ig = threshold temperature for surface reac­

tions 
ox = oxidizer 
0 = initial conditions 
r = chemical reaction 
s = condensed phase surface 
x,y = stoichiometric coefficients 
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Fig. 2(a) Measured pressure versus time and calculated temperature versus 
lime 
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Fig. 2(b) Heating rates due to forced convection and surface reactions 
showing that surface reaction can be the primary source of heat transfer to 
the surface 
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% 2(c) Surface temperature versus time illustrating the onset of surface 
['actions and melting. Comparison of the results for air and N2 illustrates the 
™Portance of considering the reaction processes 

Tg, will fall below the surface temperature, Ts. As pressure decreases, 
the surfaces temperature falls below the melting point and no further 
melting occurs. 

5 As the surface temperature, gas temperature, and pressure 
decrease, the surface reaction rates diminish. 

The pressure versus time programs and gas compositions were 
specified so that the net mass losses were relatively small, e.g., erosion 
depths of 2 to 20 nm are typical. The scales on the surface were ob­
served using the two-piece specimen described in [1], Scanning 
Electron Microscope images reveal a variety of very thin scale de­
posits. However, the scales that remain probably form near the end 
of the pressure cycle and are not subjected to high shear forces. 

Formulat ion of Equat ions. Numerical solutions were obtained 
for the nonsteady heat conduction equation in the condensed (metal) 
phase (see geometry in Fig. 1): 

dT\ d 
„ c / (. r — i = — i A — \ 

\dt dy/ dy\ dy/ 
(*L (1) 

The symbols corresponding to the consensed phase are not sub­
scripted. Since the depth heated is small compared to the other di­
mensions of the orifice, the one-dimensional form of equation (1) is 
a good approximation. As shown in Figs. 3 and 4, the thermal prop­
erties of metals are very temperature dependent. Thus, variable 
thermal properties were considered in the model. The thermal 
properties used in the calculations were taken from [10]. 

The initial condition is: 

T=TQ when t = t0 

[ H / M - K ] 
280| 

(2) 

[ H / C H - K ] 
12.8 
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Fig. 3 Thermal conductivity of various metals and metallic alloys versus 
temperature 
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» 2 Calculated results for AISI 4340 steel correponding to measured Fig. 4 Specific heat of various metals and metallic alloys versus tempera-
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The first surface boundary condition (at y = 0) is: 

X(dT/dy)y = 0 = qs when T <Tm (3a) 

\(dT/dy)y=o = <?s - Lpr when T = Tm (3b) 

where qs consists of the heat flux by convection, qg, and the heat flux 
from the surface chemical reaction, qr, i.e., 

Qs = Qg + Qr (4) 

In this system, which is characterized by high values of forced con­
vection, radiative heat transfer is negligible and does not achieve more 
than a fraction of percent of the convective heating. 

The second boundary condition is 

y - - % T = T 0 (5) 

Heat and mass fluxes associated with turbulent boundary layer 
flows were used. The flow is turbulent according to the Reynolds 
number range (based on the orifice diameter) which typically varies 
from about 0.5-106 to 2-106 when the stagnation pressure increases 
from 50 to 300 MPa (the corresponding flow speed is about 600 to 1000 
m/s). The heat transfer coefficient, h, corresponds to the following 
correlation for Nusselt number: 

Nu = 0.023 Re°-8Pr0-33 (6) 

where all the dimensionless numbers are based on the port hydraulic 
diameter, d, and the free stream gas properties. The convective heat 
flux is 

qg = h(Te - Ts) (7) 

where Tg is the recovery temperature of the gas. 
The use of the relationship developed for steady convection to 

calculate instantaneous values is justified, since the characteristic 
response times of the boundary layer in the actual system are about 
three orders of magnitude smaller than the typical exposure time. 

Calculations of heat and mass transfer coefficients for the condi­
tions of fully developed turbulent boundary layer were made ne­
glecting the leading edge effects which were minimized by stream­
lining the orifice entrance (see Fig. 1). The actual length to diameter 
ratio of four produces a somewhat higher convection; in the very high 
Reynolds numbers involved, this increase is approximately 10-15 
percent (see Deissler [11]) which is of the order of uncertainty ex­
pected in these types of heat and mass transfer calculations. It is be­
lieved that using the same approximation for the entire range of test 
conditions preserves the main trends being studied. 

The surface reaction processes were modeled on the assumptions 
of heterogeneous surface reactions and chemical equilibrium between 
the metal and the oxidizer at the gas/metal interface. Thus, the entire 
process is controlled by the diffusion rate of the oxidizer through the 
boundary layer to the wall. The equilibrium partial pressure and the 
mole fraction of the oxidizer at the wall were related to the surface 
temperature through the appropriate chemical reaction. 

When the reactive gas is oxygen, the chemical reaction with the 
metal, Me, has the following form 

(2x/y) Me + 02£=t (2/y) MexOy (8) 

and the expression for the equilibrium constant, Kp, is 

Kp = l / p 0 2 (9) 

when both the metal and the oxide are in the condensed phase. Hence, 
the equilibrium partial pressure of the oxygen at the wall is 

po2 = l/Kp (10) 

The tendency for the reaction to occur is expressed by the Gibbs free 
energy, AG, which is temperature dependent. The equilibrium con­
stant, Kp, is related to AG through the relationship 

AG = -RuT In Kp (11) 

It appears that for all of the metal-oxygen systems examined AG is 

negative with high absolute values, and, hence, the values of K,, a r e 

very high in the temperature range up to the melting point (Fip, 5) 
The data used for these calculations were taken from [12 and 13] 
These high values of Kp indicate that the reaction is basically unidi­
rectional in the temperature range of interest and that the equilibrium 
oxygen partial pressure at the surface is comparatively low. Because 
of the relatively high temperature in the system, the gases were ac­
counted for as ideal, although very high pressures are involved. The 
relative trends are expected to hold over the range of interest. 

The mass transfer coefficient, hm, is based on the Sherwood num­
ber, using 

Sh = 0.023 Re°-8Sc0-33 (i2) 

The molar diffusivity of the oxygen, D, has a complex dependence 
on molecular interaction and collision functions [14] 

D = 3.85 X 10~4 TL5/(pil) (13) 

with D in [m2/s] and p in [N/m2]. The collision function is approxi­
mated (in the range of interest) by 

il = 1.76 - 0.332 log T (14) 

The mass flux of the oxidizer to the wall (moles per unit area and 
time) is 

J ox = hmC(Yox — yoXjS) (15) 

where C and Yox are related to the free stream. Chemical equilibrium 
(or near equilibrium) conditions at the wall indicate that the heat flux 
to the wall due to surface chemical reaction, qr, is directly dependent 
on the oxidizer mass flux to the wall: 

Qr = Jox(-AHB)vM (16) 

The metal regression rate due to metal oxidation during the 
chemical reaction is 

r = qr/(-AHRP) (17) 

For most situations when melting occurs, the actual mass loss is 
primarily the result of the melting process and not the metal con­
sumption by surface reactions, since the heat of reaction is much 
higher than the heat of fusion. Due to the high shearing forces of the 
flow, the melt is rapidly removed by flowing along the surface; thus, 
thermal resistance attributable to the melt layer is small. Once the 

[KJ/K9-M0L] [KCAL/a-MOL] 

Fig. 5 Gibbs free energy dependence on temperature for metal-oxygen re­
actions shows that In the temperature range of interest the large negative 
values indicate high values of the equilibrium constants 
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surface reaches the melting temperature, the temperature does not 
increase further, and the excess of heat from the convective heat flux 
and chemical reaction causes melting of the metal surface. The erosion 
rate in this case is 

r={qg + qr- MdT/dy)yss0]/Lp (18) 

For each metal a threshold temperature less than the melting tem­
perature was considered, below which chemical reactions are not 
aignificant. 

Results and Discussion 
Fig. 2, which was used as an example in the description of the model, 

Fig. 8 Effect of 0 2 concentration on surface temperature versus time showing 
thai increasing the Oa concentration greatly Increases the heating rates 

°Q 0,4 0,8 1,2 1.6 2.0 2,4 2.8 
TIME, MS 

Fig. 7 Variation of erosion rate with time for various 0 2 mole fractions. The 
rapidly increasing erosion rates with increasing 0 2 concentration is attributed 
lo the exothermic surface reactions between Fe and O, 

shows a typical heating cycle employing air and steel alloy AISI4340. 
The connection between increasing the oxygen concentration and the 
resulting increase in the duration of the melting process (Fig. 6) in­
dicates that in high oxygen concentration the contribution of the heat 
transfer to the wall due to surface reaction becomes much higher than 
the heat flux by convection. For the particular duty cycle of Fig. 2, and 
when no reaction takes place (such as with N2), the maximum wall 
temperature remains below the melting point. Accordingly, in that 
situation, the reactive action of the gases is a necessary condition to 
achieve melting. As can be seen from Fig. 7, high erosion rates are 
associated with high oxygen concentration. 

The theoretical predictions of the total erosion are compared with 
the experimental data for several metals in Fig. 8. Good agreement 
was achieved both for aluminum, which is very reactive with oxygen, 
and for steel and iron, which are only moderately reactive. No closely 
relatable experimental data is available for titanium; however, evi­
dence of high erosion (about one-half of that of aluminum) is included 
in [9]. In that case, the erosion was due to action of combustion gases, 
while the pressure, temperature, and flow conditions were similar to 
the present study. 

The erosion process is affected by several parameters. With respect 
to metal properties, low thermal conductivity, melting point, and 
latent heat of fusion, as well as high heat of reaction and specific heat, 
all tend to increase erosion. Table 1 summarizes some of the ther-
mophysical properties of the metals and alloys. However, the interplay 
among the various factors is complex. This complexity is due partially 
to the strong temperature dependence of some of these parameters 
(see thermal conductivity and specific heat in Figs. 3 and 4). There­
fore, it is difficult to predict which factor is the dominant one without 
making the entire computation. 

Taking into account the physical properties, one can explain the 
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Fig. 8 Comparison of the experimental data and the theoretical results for 
erosion of various metals shows thai the theoretical model describes the 
erosion of steel as well as the considerably higher erosion rates of alumi­
num 
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T a b l e 1 T h e r m o p h y s i c a l p r o p e r t i e s of s o m e m e t a l s a n d a l l o y s 

Metal 
or Alloy 

Atomic 
Weight 

M 
Density 
p[g/cms] 

Melting 
Temp. 

Tm.lt [K] 

Threshold 
Temp. 
T,-g [K] 

Latent 
Heat 

of Fusion 
L [kJ/kg] 

Enthalpy of 
Reaction 

with Oxygen 
MIR X 10-3 

[kJ/kg-metal] 
To 

Form 

Iron 
Steel A1SI 4340 
Steel AISI 304 
Aluminum 
Titanium 

Molybdenum 

55.847 

26.98 
47.90 

95.94 

7.87 
7.86 
8.02 
2.70 
4.50 

10.24 

1810 
1800 
1700 
933 

1953 

2883 

1100 
1100 
1100 
930 
1100 

272 
274 
274 
389 
419 

253 

-4.73 
-4.73 
-4.73 

-31.00 
-10.93 
-19.95 

-5.80 

FeO 
FeO 
FeO 
A1203 
TiO 
Ti0 2 
Mo02 

main results shown in Fig. 8. The high erosion of aluminum compared 
to that of steel is due to its high heat of reaction and low melting 
temperature. Titanium, whose melting point is high compared to 
aluminum, exhibits lower erosion, yet higher than that of steel because 
of its low thermal conductivity. Iron and steel exhibit relatively low 
erosion mainly because of their relatively low heats of reaction with 
0 2 . Note that in low oxygen concentration (for iron and steel below 
five percent) the melting temperature is not achieved (Fig. 6). In such 
cases, relatively low erosion is expected, since the erosion is produced 
entirely by chemical reaction. No measureable erosion was observed 
for molybdenum due to its high melting point which is not achieved 
for the heating conditions being considered. 

A threshold temperature, TIg, has been introduced. This temper-
.ature is approximately the point above which an appreciable surface 
chemical reaction takes place. Since kinetic data for high heating rates 
are not available, there is uncertainy about this parameter. Due to 
high heating rates and shear force conditions in the present system, 
the ignition temperature concept used by Mellor and Glassman [8] 
cannot replace the threshold temperature. In the cases of steel and 
iron, Tig was deduced from experimental results obtained over a range 
of peak pressures. The maximum calculated surface temperature 
corresponding to the experiment for which no erosion could be mea­
sured was taken as the threshold temperature. In the case of alumi­
num, the value of T;g is assumed to be close to the metal melting point, 
since the mobility of the surface layer causes removal of the oxide 
protective shell and, thus, exposes the metal to chemical attack. 
Variations of T lg by several hundred degrees produce changes of 10 
to 20 percent in the calculated erosion. 

The specific reactions and products related to the interaction be­
tween oxygen and the individual metals were chosen according to the 
following arguments: Phase diagrams of the iron-oxygen system [12, 
13] as well as experimental findings [1] show that for the high tem­
perature region (above 830 K) the most preferable oxidation product 
is wustite, FeO. In the case of the aluminum-oxygen system, the as­
sumption of very fast reaction rates leads to the conclusion that the 
main overall reaction product will be the most stable one, namely 
AI2O3. For purposes of this analysis, we considered the heat release 
associated with the overall reaction rather than the heat releases of 
the intermediate reaction steps. Both TiO and T i 0 2 may exist in the 
temperature range of interest. However, both of these reactions yield 
similar erosion rates in the titanium-oxygen system. 

The present model of diffusion-controlled equilibrium surface re­
action (i.e., concentrating all of the heat release at the surface) yields 
the upper limit of erosion. Since the analytical and experimental re­
sults are in approximate agreement, one may conclude that the actual 
processes are well represented by the model. 

C o n c l u s i o n s 
The extreme conditions of high-pressure, high-temperature, and 

high-speed flow of reactive gases modify the mechanism of reaction 
between metals and gases as observed in low-pressure and stagnant 
or moderate flow systems. Surface reactions controlled by the gas 
phase diffusion process explain and correlate the erosion rates of 

oxygen-metal systems both in the case of metals which burn in the 
vapor phase under low flow conditions (e.g., aluminum) and metals 
which normally exhibit surface reactions (e.g., iron). 

Erosion is the result of both surface reaction and melt removal by 
the flowing gases. The surface temperature does not exceed the 
melting point of the metal. The surface reactions contribute in two 
ways to the mass removal processes: (1) below the melting point the 
mass loss is attributed to oxidation and subsequent removal of the 
oxide, and (2) the oxidation is exothermic and, thus, augments the 
heat transfer rate. Indeed, at high oxidizer concentrations the heat 
transfer produced by the surface reactions exceeds the forced con-
vective heating and, thus, greatly enhances the melting process. 
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technical pets 

This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that 
for full papers. 

Effect of Circumferential Wall 
Heat Conduction on Boundary 
Conditions for Heat Transfer in 
a Circular Tube 

J. W. Baughn1 

N o m e n c l a t u r e 
d = tube average diameter 
h = local heat transfer coefficient 
h = average heat transfer coefficient 
k = wall thermal conductivity 
Nc = circumferential conduction number 
Pw = wall conductance parameter (hdlk)(d/t) of Morcos and 

Bergles 
qo" = local heat flux on outside of tube 
qi" - local heat flux on inside of tube 
q0" = average heat flux on outside of tube 
q'" = volumetric heating in tube wall 
iq = difference between sum of outside and volumetric heating and 

inside flux (viz., qo" + q'" t — qi") 
r = radial coordinate 
f = average radius 
r,- = inside radius of tube 
ro = outside radius of tube 
s = path coordinate along tube 
t = thickness of tube (r$ - n) 
TB = bulk temperature of fluid 
T = two-dimensional wall temperature, T(r, 0) 
Ti = wall temperature at inside of tube 
Tw = one-dimensional wall temperature, Tw(d) 
& = ratio of maximum to minimum heat flux on outside of tube 
0 = circumferential coordinate 

Introduct ion 
In experimental studies of heat transfer to a fluid in a circular tube, 

it is usually necessary to determine the inside wall thermal boundary 
condition. In many cases the thermal boundary conditions may vary 
around the tube (nonuniform circumferential boundary condi­
tions). 

It is usually required that measurements be made at the outside 
of the tube (it is very difficult to measure temperature and heat flux 
at the inside wall). The desired thermal boundary conditions at the 

1 Associate Professor, Department of Mechanical Engineering, University of 
California, Davis, Mem. ASME. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division 
August 19,1977. 

Journal of Heat Transfer 

inside wall are then inferred by solving the heat conduction problem 
in the wall. 

It is highly desirable to minimize the effect of circumferential heat 
conduction in the design of such experiments. In the present note an 
analysis is presented which determines both the criteria for mini­
mizing circumferential wall conduction effects and the necessary 
condition for agreement between one-dimensional and two-dimen­
sional solutions. 

O n e - D i m e n s i o n a l C i r c u m f e r e n t i a l C o n d u c t i o n 
N u m b e r 

Following Morcos and Bergles [1], the two-dimensional steady-state 
energy balance for the tube element shown in Fig. 1 yields, 

r0q0"(6) + r° ~n q'" - HB)ri[TM - TB] 

d rrok 

dd Jn r 

okdT(r,8) 

dO 
dr=0 (1) 

If the radial wall temperature variation across a thin tube wall is ne­
glected compared to the circumferential variation, we obtain the 
equation of Reynolds [2] with an extra term (q '"t) for the volumetric 
(usually electric) heating of the tube. 

ktd2Twm--qi"(0) + q0"(e)+q"'t = 0 (2) 
dd2 

where 

qi"(e)=h(9)[Ti(e)-TB] (3) 

It is interesting to note that the criteria for the two-dimensional 
equation (1) to reduce to the one-dimensional equation (2) is 

„ 2 _ , . 2 
>V 

2r0 

t, 2 L ~ l 
TO 

Fig. 1 Steady-state energy balance for a tube wall element 
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and 

1 d r*rok 

rgdO Jn r 

rokdT 

dfl 
-dr< 

kt d2Tw 

' r2 d62 (4) 

the first two conditions require that the pipe be thin (i.e., t « r;). If 
this is the case the second condition reduces to 

rok i>T(r, 8) 

n r dB 
dr: 

ktdTw(8) 

f d6 
(6) 

which can be interpreted as a requirement that the circumferential 
heat flow around the pipe can be represented by the one-dimensional 
wall temperature Tw(8). 

Looking now at the one-dimensional solution, Morcos and Bergles 
further simplify equation (2) and (3) by replacing the local heat 
transfer coefficient h(8) by an average value h and writing 

q0y) { q"t 
h h 

[Ti - Tfl] + 
1 d2T; 

0 (7) 
Pu, dB2 

From this equation, it can be observed that small circumferential 
conduction, for which 

is obtained when 

<jo"(0) + <?"'t =* MT; - TB] 

1 d2T( q0"(6) + q"'t 

(8) 

(9) 
Pw dB2 h 

while interesting this is not particularly useful to the experiment­
er. 

To obtain a useful characteristic circumferential conduction 
number, note that the desired result is that the inside heat flux q,-" (8) 
differ little from the sum of the outside and volumetric heat terms 
qo"(B) + q'"t. Specifically we desire 

6q 
« 1 

qo"{8) + q'"t 

where 

5q = qo"(B)+q'"t-qi"(B) 

Rearranging equation (2) and dividing by qd'(8) + q'"t 

(10) 

qo"(8) + q'"t-qi"(8) kt ,azr; 
qo"(6) + q'"t 

and then noting that qi"(8) 

NC (8) : 

(qo"(8) + q'"t) i>82 

•• h{B)[Ti - TB] and defining 

I fr I 
\qQ"{8) + q'"t\ 

we can write 

Nc(8) = 
kt 

\r2d82LH(8) J I 

( ID 

(12) 

(13) 
\(qo"(8) + q'"t)r2d82LH(8) 

The wall circumferential conduction number Nc(8) represents the 
local fractional change in the inside wall boundary condition due to 
circumferential wall conduction. If a design minimizes this effect then 
Nc(8) « 1 and qi"(8) =* q0"(8) + q'"t and we can write 

kt 1 d2 rqo"(8) + q'"f] 

h(8) 
NC(B) = 

rg0"(8) + q'"n\ 

~L h(8) JI 
(14) 

\qo"(8) + q'"tr2d82\ 

As seen in the example below, equation (13) can be useful to the ex­
perimenters' efforts to minimize Nc. Furthermore, when Nc « 1, it 
is expected that the one-dimensional solution will accurately describe 
the circumferential conduction. A solution (such as Reynolds [2]) can 
then be used to correct data. 

E x a m p l e — O n e - D i m e n s i o n a l 
To apply this circumferential conduction number we will select a 

simple but interesting example. Consider a tube with no volumetric 
heating. An outside heat flux boundary condition 

qo"(B) = qo" 1 + 
1 

13 + 1 
- cos 8 (15) 

is assumed with a uniform heat transfer coefficient inside the tube 
(i.e., h(8) = h). This condition might occur, for instance, where an 
external radiant heat source was used. It also can be simulated by use 
of a very thin conductive coating on an electrical insulating tube such 
as used by Morcos and Bergles [1] and presently in use by the author. 
Then equation (13) yields 

Nc(8) -
kt COS0 

hr2$+ i 

( 3 - 1 

(16) 

+ COS0 

This is plotted with the imposed boundary condition in Fig. 2. The 
case of (3 = °° corresponds to a cosine distribution with no heating at 
the 8 = 180 deg position. In this case it is seen that at 8 = 0 deg, Nc = 
0.5 kt/hr2, which agrees with the example used by Reynolds [2], Note 
that Nc approaches •» at 8 = 180 deg since any circumferential heat 
conduction results in an infinite fractional change at this position. 
For an experimental design with this boundary condition, it is de­
sirable to select a tube such that 

kt cos8 

hf2 1 + cos0 

at the local position 8 of interest. 

« 1 (17) 

T w o - D i m e n s i o n a l S o l u t i o n 
In general, two-dimensional conduction problems require a com­

puter solution (or at least result in difficult infinite series solution). 
However, as it turns out, the example from the previous section with 
/3 = °° can be solved in closed form due to the orthogonality of the 
boundary condition. The boundary conditions are 

dT(r0, 8) 
qo"(8) = k 

qi"(B) 

dr 

dT(rj, 8) 

dr 

•qo '[1 + cosfl 

= hlTAn, 8) - TB] 

(18) 

(19) 

A series solution obtained by separation of variables for a similar set 
of boundary conditions is given by Arpaci [3] and with minor modi­
fications yields 

T(r, 8) = a„ 
L n hnj 

2.0 

M/hfn 

1.0 -

Fig. 2 Circumferential conduction number for one-dimensional solution 
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n = l 0' 
1 _ ^ \ 

kn 

'1 + 
hri 

kn' 

er cosn 6 + TB (20) 

where the coefficients are determined from the boundary condi­
tions: 

qo rQ go' 
a . - — , . , - -? [ M I T § I © T <2" 

On>l = 0 

where B = hrjk. 
This last result, a„>i = 0, is particularly fortuitous in this case and 

is due to the cosine distribution chosen. As a result, all the series terms 
become zero except for the first. 

The circumferential conduction number, Nc, was defined in the 
one-dimensional case as 

Nc 
oq 

q0"(e) + q'"t 

which for no volumetric heating became 

qo"(6) - qi"(0) 

qo"(6) 

In the two-dimensional case, it is desirable to include the effect of the 
reduced area on the inside of the tube such that 

«g = g o " W - - ? . • " ( « ) 

and 

Nc 
t n Qi"(9) 

r0qo"(fl) 

Using equations (18)-(21) yields 

Nc 1 - 1 + -
\l + B/ 

(nf)©" 
cosfl 

1 + cos0 

(22) 

(23) 

(24) 

where B is a form of the Biot number and is hri/k here. A comparison 
of equation (24) to equation (16) shows that the distribution about 
8 is the same for the two-dimensional case here so we will consider only 
0 = 0 which reduces to 

K 
!• 

\ l + B / \ r , 7 
(25) 

(iH)© 
For a given value of rjri this is only a function of ktlhri1 since 

hn (r0/n) - 1 B = -
kt 

hn2 

This is plotted in Fig. 3 for small values of ro/r,- - 1. 

C o n c l u s i o n 
The error due to circumferential heat conduction can be reduced 

by selection of low thermal conductivity materials, a thin wall, or a 
large radius. The criteria for minimizing this effect is a circumferential 
conduction number, which is a function of the wall properties and the 
boundary conditions. This parameter has been derived here and for 
a selected boundary condition has been compared to one and two-
dimensional solutions. It is concluded that minimizing the circum­
ferential conduction number both minimizes circumferential con­
duction and allows the remaining conduction to be described by the 
one-dimensional equation. This is demonstrated here only for a cosine 

Nc(0°) 

' r i ^ T 

<(0) = %(1 + wse) 

0 = 0 ° 

- One Dimensional 

(r = 7) 

ZL___L___J__ 

Two-
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-dimensional 

ri> 

«. 

-
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.8 1.0 
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Fig. 3 Comparison of circumferential conduction number for one and two-
dimensional solutions 

distribution, however, it is expected that similar results hold for higher 
harmonics. These results can also be applied to external heat transfer 
from a cylinder where the significance of circumferential conduction 
has been recently demonstrated by Lee and Kakade [4]. 
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where B is a form of the Biot number and is hri/k here. A comparison 
of equation (24) to equation (16) shows that the distribution about 
8 is the same for the two-dimensional case here so we will consider only 
0 = 0 which reduces to 

K 
!• 

\ l + B / \ r , 7 
(25) 

(iH)© 
For a given value of rjri this is only a function of ktlhri1 since 

hn (r0/n) - 1 B = -
kt 

hn2 

This is plotted in Fig. 3 for small values of ro/r,- - 1. 

C o n c l u s i o n 
The error due to circumferential heat conduction can be reduced 

by selection of low thermal conductivity materials, a thin wall, or a 
large radius. The criteria for minimizing this effect is a circumferential 
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boundary conditions. This parameter has been derived here and for 
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distribution, however, it is expected that similar results hold for higher 
harmonics. These results can also be applied to external heat transfer 
from a cylinder where the significance of circumferential conduction 
has been recently demonstrated by Lee and Kakade [4]. 
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Xt = dimensionless thermal entrance length 
Xo = dimensionless axial distance at which flat plate solution is ap­

plied 
The remainder of the symbols are defined in [1]. 

I n t r o d u c t i o n 
Recently, Bhatti and Savery [1] developed a closed-form analytical 

solution to the problem of simultaneous development of velocity and 
temperature fields in a straight channel with uniform wall heat flux. 
Using an identical approach, a semi-analytic solution is developed 
to the problem of simultaneous development of velocity and tem­
perature fields in a straight channel with uniform wall temperature. 
Because of its applications to compact heat exchangers, this problem 
has invoked several investigations. Sparrow [2] employed the Kar-
man-Pohlhausen method to.solve for the temperature field using all 
approximate momentum transfer analysis based on the application 
of Bernoulli's equation to the fluid core. Stephan [3] presented an 
approximate series solution for an isothermal circular tube as well as 
for a straight channel. Hwang and Fan [4] developed a finite difference 
solution using the point velocities presented earlier by Bodoia and 
Osterle. Mercer, et al. [5] also developed a finite difference solution 
and, in addition, reported experimental local and mean Nusselt 
numbers for air (Pr = 0.7). More recently, Lombardi and Sparrow [6) 
reported experimental local Nusselt numbers for a fluid with Pr = 
2.5. 

A n a l y s i s 
The coordinate system chosen for the analysis is the same as in [1]. 

The thermal boundary layer growth along the channel wall will be 
determined from the integrated form of the energy equation given 
as equation (7) in [1], 

The axial velocity profile within the boundary layer will be taken 
as the generalized Hagen-Poiseuille velocity distribution, equation 
(1) of [1]. The local hydrodynamic boundary layer thickness, o, and 
the pressure gradient, (dp/dx), entering the generalized Hagen-
Poiseuille velocity profile are given as simple functions of the di­
mensionless axial core velocity, U, by equations (2) and (3) of [1]. The 
variation of U with the dimensionless axial coordinate, X, is deter­
mined by the application of overall mechanical energy equation which 
leads to the ordinary differential equation (4) of [1], whose solution 
subject to the boundary condition that at X = 0, U = 1 is given by 
equation (5) of [1]. 

The temperature distribution required in the solution of the energy 
equation will be taken as 

T0-Tw 2\St/l W J 
which satisfies the boundary conditions that at y = 0, T = Tw and 
(d2T/dy2) = 0. The latter condition arises from the process of satis­
fying the energy differential equation at the channel wall. Equation 
(1) also satisfies the boundary conditions that at y = St, T = T0 and 
(dT/dy) = 0. 

Bearing in mind that for fluids with Pr < 1, <5t > 5 and for fluids with 
Pr > 1, St S S, we introduce equations (1), (2), and (3) of [1] together 
with equation (1) into the energy equation (7) of [1], carry out the 
indicated operations, and eventually obtain 

f£ 
dU 

= 2£3(C7 - 1)(513-297U) - 7Prl/£(3 - 2t/)(45£4 - 40£3 + 1 5 ^ - 1) 

7PrU(U - 1)(3 - 2t/)(45£4 - 15£* + 3) 

(2) 

applicable to fluids with Pr < 1 and 

df = 2(1/ - 1)(513 - 297(7) + 7Pr[/f3(3 - 2l/)(5f - 24) 

dU 2 1 P r l 7 f 2 ( r j - l ) ( 3 - 2 L 0 ( 1 6 - f ) 

applicable to fluids with Pr > 1. 
Equations (2) and (3) give the variation of the boundary layer shape 

factor, £, and hence of the thermal boundary layer thickness, St, with 
U. Unfortunately, they cannot be integrated in closed form since the 
variables U and fare nonseparable. Therefore, a numerical integra­
tion is employed. The applicable boundary condition is that at X = 
0, i.e., at U = 1, S = 5t = 0. The application of this boundary condition 
to equations (2) and (3) shows that at U = 1, (d^/dU) = " . T h u s , we 
are faced with the problem of finding an initial value to commence 
the numerical integration. To circumvent this difficulty, we shall 
invoke the flat plate solution in the neighborhood of the origin. To 
that end, we recall that the boundary layer shape factor for a flat plate 
is given by [2] 

f = 0.5[1 + (1.5/Pr - 0.6)1/2] (Pr < 1) (4) 

f = 1/Pr1/3 (Pr > 1) (5) 

The value of 17 varies from 1 at the origin to 1.5 at•» where the flow 
becomes hydrodynamically developed. For the purpose of picking a 
reasonable value of Xo where the flat plate solution given by equations 
(4) and (5) applies, we shall arbitrarily take it to correspond to U = 
1.0005. From equation (5) of [1], we see that U = 1.0005 corresponds 
to X0 = 3.2127 X 10~10. With the question of the initial value settled, 
the numerical integration of equations (2) and (3) can be carried out 
in a straight-forward fashion by the application of the fourth order 
Runge-Kutta technique. 

The heat transfer results will be presented in terms of local and 
mean Nusselt numbers. The bulk temperature, Tb, entering the 
definition of the mean Nusselt number, Num, can be determined from 
the steady state energy equation in conjunction with equation (1) 
which leads to 

Tb-T0 = 3 rx dXt 

Tw - To 2Pr J o (St/a) 

Forming the Nusselt numbers, 

±.m) ( 7) 
Nu 2 W 

1 X „ T 3 px dXn 
= i n \ \ I (8) 

Num Pr L 2 P r J o (St/a)i 
The integral appearing in equation (8) can be split into two integrals 

with the limits 0 < X < X0 and X0 < X < Xt. The first of these in­
tegrals can be evaluated analytically with the help of equations (4) 
and (5) and by noting that the hydrodynamic boundary layer thick­
ness for a flat plate is given by (Sia) = 5 X1 '2 . However, the second 
integral has to be evaluated numerically since between the limits Xo 
< X < Xt, (St/a) is determined as a function of X numerically via 
equations (2) and (3). IBM standard subroutine QSF [7] can be con­
veniently used to evaluate this integral, once the equidistantly tab­
ulated values of U and (St/a) become available from the solution of 
equations (2) and (3). The subroutine QSF evaluates the integrals by 
means of Simpson's rule together with Newton's 3/8 rule. 

R e s u l t s a n d D i s c u s s i o n 
The heat transfer results are calculated for eleven fluids covering 

the Prandtl number range of 0.01-10,000. The previous investigators 
treated the Prandtl number range of 0.01-1000. 

The numerical integration of equations (2) and (3) is carried out 
from U = 1.0005 using a step size of &U = 0.0025. Beyond U = 1.4955, 
a step size of AU = 0.001 is used. Near the channel inlet (U < 1.0005), 
the flat plate solution given by equations (4) and (5) is considered 
applicable. In order to estimate the truncation error for the analysis, 
the calculations were repeated for Pr = 0.7 using a step size of U = 
0.005. An error analysis then revealed that the truncation error for 
the values of £ varied in the range of 0.0001-0.0003. Knowing the 
variation of £ with U, the variation of £ with X is calculated from 
equation (5) of [1]. Next, (S/a) is calculated from equation (2) of [1] 
and (St/a) is determined from the computed values of f and (5/a). 
Finally, local and mean Nusselt numbers are calculated from equa­
tions (7) and (8). These results are displayed in Figs. 1 and 2. The local 
Nusselt numbers displayed in Fig. 1 approach an asymptotic value 
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Fig, 1 Local Nusselt numbers In the entrance region of a straight channel 
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Fig. 2 Mean Nusselt numbers In the entrance region of a straight channel 

of 1.5, and the mean Nusselt numbers displayed in Pig. 2 approach 
an asymptotic value of 1.9. 

Fig. 3 shows a comparison of the mean Nusselt number predictions 
of [2, 3, 4 and 5] and the present analysis with the measurements of 
[5] for air (Pr = 0.7). To accentuate the deviations from the measured 
values, the results are plotted on semi-log paper. The first three 
measurements appear to be in error due to the formation of finite 
boundary layer thicknesses at the inlet to the test channel [5]. The 
rest of the measurements are in overall best accord with the predic­
tions of the present analysis, the maximum deviation being five per­
cent. The variance between different analyses, especially in the 
neighborhood of the origin, appears to stem from the approximate 
manner in which various investigators accounted for the inertia effects 
in the momentum transfer analyses. If the finite difference analysis 
of [4] is accepted as a standard, then the analysis of [2], which uses 
Bernoulli's equation throughout the entrance region, appears to 
overestimate the inertia effects. On the other hand, present analysis 
(curve 5) employing generalized Hagen-Poiseuille velocity profile in 
conjunction with overall mechanical energy equation, appears to 
underestimate the inertia effects near the channel inlet. The varying 
degree of approximations inherent in the analyses of [3 and 5] likewise 
results in deviations from the analysis of [4]. 

The measurements of local Nusselt numbers for air (Pr = 0.7) re-
Ported in [5] are compared in Table 1 with the predictions of the 
Present analysis, as well as with the predictions of the following cor­
relating equation of [6]: 

Nu = 0.332Prx/2 X - 1 ' 2 

.03 .04 .03 .08 07 JOB J09.I0 

Fig. 3 Comparison of the mean Nusselt number predictions by various In­
vestigators 

T a b l e 1 C o m p a r i s o n of l o c a l N u s s e l t N u m b e r 
p r e d i c t i o n s w i t h t h e m e a s u r e m e n t s 

X 

0.0107 
0.0214 
0.0231 
0.0322 
0.0428 
0.0462 
0.0694 
0.0924 

Re 

368.5 
368.5 
170.5 
368.5 
368.5 
170.5 
170.5 
170.5 

Measurements 
of [5] 

3.230 
2.485 
2.250 
2.090 
1.870 
1.745 
1.515 
1.350 

Predictions 
of [6] 

3.348 
2.507 
2.428 
2.133 
1.893 
1.843 
1.588 
1.436 

Predictions 
of present 
analysis 

3.122 
2.362 
2.290 
2.016 
1.789 
1.742 
1.497 
1.348 

0.9125X1/2 \ 
X (1 + 1.825 X ^ / 2 (l + - , J 

\ 1 + 1.825X1/2/ 
(9) 

This equation is applicable in the Prandtl number range of 0.01-2 
[2]. The tabulated predictions of [5] are rather sparse and therefore 
cannot be included in Table 1. The other investigators have not re­
ported the local Nusselt numbers. Table 1 shows that the present 
analysis predictions agree to within five percent and those of [6] to 
within eight percent of the measurements. 

Lombardi and Sparrow [6] have reported 130 measurements of the 
local Nusselt numbers in the range of 0.0088 < X < 0.48 for a fluid 
with Pr = 2.5. For the most part, the predictions of equation (9) agree 
with the measured values within five percent. The predictions of the 
present analysis agree with those of equation (9) within one percent. 
Consequently, they display the same level of agreement with the 
measured values as equation (9). 

Finally, from the computed values of the thermal boundary layer 
thicknesses, it is observed that the dimensionless thermal entrance 
length, Xt (the axial distance at which the thermal boundary layers 
growing from the opposite channel walls merge) is given by Xt = 
0.1020Pr for all Prandtl number fluids. The corresponding relation 
for the case of uniform wall heat flux determined from the results of 
[1] is Xt = 0.1393Pr. 
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the entire regime of mixed convection, ranging from pure forced 
convection to pure free convection. The present study is an extension 
of the previous work by the authors [1] and deals with mixed con­
vection about a sphere with a prescribed uniform surface heat flux. 
As in the case of uniform wall temperature, the conservation equations 
of the boundary layers are reduced by a nonsimilarity transformation 
and the resulting system of equations are then solved by a finite-dif­
ference method. Numerical results are presented for a Prandtl number 
of 0.7. These results are also compared with those for the case of 
uniform wall temperature. 

Mixed Convection about a 
Sphere with Uniform Surface 
Heat Flux 

A. Mucoglu1 and T. S. Chen1 

N o m e n c l a t u r e 
Cf = local friction factor 
F, f = reduced stream functions 
g = gravitational acceleration 
Gr* = Grashof number, g/3qwRi/ki>2 

Gr = Grashof number, g0(Tw - T„)fl3 /«2 

k = thermal conductivity 
Nu = local Nusselt number 
Pr = Prandtl number 
qw = local surface heat transfer rate per unit area 
R = radius of sphere 
Re = Reynolds number 
T = fluid temperature 
Tw = wall temperature 
T„ = free stream temperature 
U = local free stream velocity 
u, v = velocity components in x and y directions 
u„ = undisturbed oncoming free stream velocity 
x, y = dimensional coordinates as shown in inset of Fig. 3 
X, Y = dimensionless coordinates 
(3 = coefficient of thermal expansion 
i) = pseudo-similarity variable 
0 = dimensionless temperature 
A* = forced-flow parameter, Re2/ |Gr*|4/5 = P.*~*/5 
AUWT = forced-flow parameter, Re2 / |Gr | = 1/12 
v = kinematic viscosity 
£ = transformed axial coordinate 
<f> = dimensionless temperature 
cj> = angular coordinate 
\p = stream function 
fi* = buoyancy parameter, |Gr*|ReB/2 

&UWT — buoyancy parameter, |Gr | /Re2 

I n t r o d u c t i o n 
Very recently, the present authors studied the problem of laminar 

mixed convection heat transfer from a sphere maintained at a uniform 
surface temperature [1] and presented local wall shear and surface 
heat transfer results for gases having a Prandtl number of 0.7, for both 
assisting and opposing flows. Their analysis and results encompassed 
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A n a l y s i s 

The flow configuration and the coordinate system for the problem 
under consideration are depicted in the inset of Pig. 3. The forced flow 
is moving upward, while the gravity g acts downward in the opposite 
direction. A constant heat flux qw is maintained at the surface of the 
sphere. If qw > 0, the resulting buoyancy force will assist the forced 
flow. On the other hand, if qw < 0, the buoyancy force will oppose the 
forced flow. 

The conservation equations along with their boundary conditions 
for the present problem are identical to those given by equations 
(l)-(4) of [1], except that the uniform wall temperature condition 
therein is now replaced by the uniform surface heat flux condition 
dT/dy = -qw/k at y = 0. In addition, the analysis of the problem 
follows a pattern similar to that described in [1], with only minor 
changes, and its details are omitted here. 

Forced-Flow Dominated Case. The transformed conservation 
equations for this case assume the form 

df\ f" + yl&ff" + *({)<! - f'2) ± 0*X(«)fl = 2{ (/' j- - f" A (1) 

1 / 30 df\ 

Pr V <9{ df/ 

f'(i, 0) = 0, f(Z, 0) = 0, <?'(£, 0) = - v ^ / ( W « . ) (3) 

f (£, ">) = M « . oo) = 0 

in which £, r], 7(f), 5(£), A(£) are as defined in [1], the primes denote 
partial differentiation with respect to ?;, 

m, v) = [T(x,y) - T„]Rel>mqwR/k) (4) 

is the dimensionless temperature, and the plus and minus signs that 
appear in front of Q* in equation (1) are associated with assisting and 
opposing flows, respectively. In equation (1), the buoyancy parameter 
fl* has the expression 

fi* = |Gr*|/Re6 / 2 (5) 

wherein the Grashof number Gr* and the Reynolds number Re are 
defined, respectively, as 

Gr* = gl3qwRyku2, Re = u^R/v (6) 

The physical quantities of interest are the local friction factor Cf, 
the local Nusselt number Nu, the velocity distribution u/U = /'(£, y), 
and the temperature distribution 0(£, )j)/9(J, 0). The first two quan­
tities are as defined in reference [1] and now have the expressions 

C/Re1/2 = V2[(U/u„)2/^/2]f"(J, 0), NuRe- 1 ' 2 = l/fl({, 0) (7) 

Buoyancy-Force Dominated Case. In this case one introduces 
the transformation variables 

X = x/R, Y = (y/fl) |Gr|1 / s (8) 

along with the reduced stream function F(X, Y) and the dimension­
less temperature $(X, Y) defined, respectively, as 

F ( X > Y ) = J ^ , , ( X < Y ) = l I I ^ l i y i ^ (9, 
*X|Gr | l /6 ' qwR/k 

With equations (8) and (9), the transformation of momentum and 
energy equations results in 
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the entire regime of mixed convection, ranging from pure forced 
convection to pure free convection. The present study is an extension 
of the previous work by the authors [1] and deals with mixed con­
vection about a sphere with a prescribed uniform surface heat flux. 
As in the case of uniform wall temperature, the conservation equations 
of the boundary layers are reduced by a nonsimilarity transformation 
and the resulting system of equations are then solved by a finite-dif­
ference method. Numerical results are presented for a Prandtl number 
of 0.7. These results are also compared with those for the case of 
uniform wall temperature. 
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flow. On the other hand, if qw < 0, the buoyancy force will oppose the 
forced flow. 

The conservation equations along with their boundary conditions 
for the present problem are identical to those given by equations 
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dT/dy = -qw/k at y = 0. In addition, the analysis of the problem 
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changes, and its details are omitted here. 
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appear in front of Q* in equation (1) are associated with assisting and 
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defined, respectively, as 
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The physical quantities of interest are the local friction factor Cf, 
the local Nusselt number Nu, the velocity distribution u/U = /'(£, y), 
and the temperature distribution 0(£, )j)/9(J, 0). The first two quan­
tities are as defined in reference [1] and now have the expressions 
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In the foregoing equations, the primes now stand for partial differ­
entiation with respect to Y, a(X) and x(X) are given by equation (31) 
of reference [1], and the forced-flow effects are represented by the 
parameter 

A* = Re2 / |Gr*|4 / s = Q*~4'5 (13) 

The streamwise velocity distribution is given by u/U = [X/(UI 
u~)]F'(X, Y)/A*1/2 and the temperature distribution by (T - T„)-
/(T,„ - T„) = *(X, Y)/*(X, 0). The expressions for the local friction" 
factor Cf and the local Nusselt number Nu are 

C/Re1/2 = 2XF"(X, 0)/A*3/4, NuRe- 1 ' 2 = 1/[*(X, OH*1'4] (14) 

B e s u l t s and D i s c u s s i o n 
Equations (1-3) and (10-12) were solved by using an efficient and 

accurate finite-difference method [1], and numerical results were 
obtained for a Prandtl number of 0.7. The buoyancy force parameter 
Gr*/Re6/2 in the computations ranged from 0 (i.e., pure forced con­
vection) to => (i.e., pure free convection with Re2/Gr*4/5 = 0) for as­
sisting flow and from 0 to -2.0 for opposing flow. The local free stream 
velocity distributions U(x) used in the computations are from the 
potential flow solution and from measured velocity distributions, as 
given in reference [1]. 

The angular distributions of the local wall shear stress C/Re1/2 and 
the local Nusselt number NuRe~1/2 are shown, respectively, in Figs. 
1 and 2. As in the case of uniform wall temperature [1], both the local 
wall shear and the local Nusselt number increase with increasing 
buoyancy force for assisting flow (Gr*/Re5/2 > 0), with a resulting 
delay in the flow separation. This behavior is due to a favorable 
pressure gradient induced by the buoyancy forces that assist the 
forced flow. For opposing flow (Gr*/Re5/2 < 0), on the other hand, the 
buoyancy forces induce an adverse pressure gradient and the local wall 
shear and Nusselt number decrease with increasing buoyancy force. 
As a result, the flow separation occurs earlier and moves toward the 
stagnation point. It is also interesting to note that for assisting flow 
with strong buoyancy forces (e.g., Gr*/Re s /2 > 20), the local friction 
factor and Nusselt number tend to become less sensitive to the vari­
ation of the local free stream velocity distributions. 

The angular distributions of the local Nusselt number in terms of 
NuGr*~1/5 for large buoyancy parameters (5 < Gr*/Re5/2 < °°) are 
shown in Fig. 3. The curve for Gr*/Re6/2 = ~ (i.e., ReVGr*4 '5 = 0) 
represents the case of pure free convection. As to be expected, the local 
Nusselt number becomes independent of the local free stream velocity 
distributions as Gr*/Re6/2 increases to <=. Also shown in the figure is 
the curve from Chiang and coworkers [2] for pure free convection, 
which deviates from the present curve for Gr*/Re5/2 = <= at large 
angular positions. 

Next, the present local Nusselt number results for the uniform 
surface heat flux (UHF) will be compared with those for the uniform 
wall temperature (UWT) reported earlier by the present authors [1]. 
To compare directly the results between the UHF and UWT cases, 
it is necessary to define an equivalent buoyancy parameter fiB (or an 
equivalent forced-flow parameter Ae) between these two cases. This 
can be achieved by expressing the buoyancy parameter for the UWT 
case in terms of the local surface heat flux qw(x) = -k{dT/dy)y=0 

as 
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Fig. 2 Angular distributions of the local Nusselt number, Pr = 0.7 

With the qw(x) expression for the forced-flow dominated case, one 
can arrive at 

with 

fic = fii/HrNut/ivrRe-1'2 

fiuwr = |Gr| /Re2 , Gr = g(3(Tw - T„)R*/v 

(16) 

(17) 

In the same manner, one obtains for the buoyancy dominated case, 

Ae = AuwT^lNuuwrRe-1'2]-4'6 (18) 

wherein 

fie = \gP\qw(x)\R4/kv2]/ReM~ |Gre*|/Re' ,5/2 (15) Re2 / |Gr | = l/fiL (19) 
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Fig. 4 A comparison of the local Nusselt numbers between uniform surface 
heat flux and uniform wall temperature 

The Nusselt number ratio NUUHF/NUUWT can be determined when 
Qe = Q*UHF (or Ae = A*UHF)- This Nusselt number ratio versus 
Gre*/Re5 /2 is illustrated in Fig. 4 for the case of assisting flow at rep­
resentative angular positions of <j> = 0 deg, 30 deg, 60 deg, and 90 deg. 
As can be seen from the figure, the NUTJHF/NUTJWT ratio increases 
from unity as the angle <t> increases from 0 deg. Thus, it can be con­
cluded that for an equivalent buoyancy force effect, heating by uni­
form surface heat flux yields larger local Nusselt numbers than 
heating by uniform wall temperature. 

Acknowledgments 
The present study was supported by a grant from the National 

Science Foundation (NSF ENG 75-15033). 

References 
1 Chen, T. S. and Mucoglu, A., "Analysis of Mixed Forced and Free Con­

vection About a Sphere," International Journal of Heat and Mass Transfer, 
Vol. 20,1977, pp. 867-875. 

2 Chiang, T., Ossin, A. and Tien, C. L., "Laminar Free Convection From 
a Sphere," ASME JOURNAL of HEAT TRNASFER, Vol. 86, 1964, pp. 537-
542. 

Radiation Augmented Fires 
within Enclosures 

A. T. Modak1 and M. K. Mathews2 

Introduction 
Considerable evidence [1] exists showing that the growth of fires of 

combustible materials within enclosures is controlled by the radiative 
energy transfer from the enclosure surfaces and from the layer of hot 
combustion products (soot particles, CO2, H2O, etc.) that accumulates 
near the ceiling. 

This note develops a general mathematical formulation [2-5] for 
the radiative flux from the ceiling layer and enclosure surfaces to any 
arbitrarily located differential target element within the enclosure. 

Mathematical Formulation 
The ceiling layer of flames and combustion products is considered 

to be a slab [5] of uniform thickness. Since the primary infrared ra­
diators in luminous flames are small soot particles (ird/\ < 1/4), ne­
glecting scattering in the infrared (the important spectral region of 
interest) is justified. In the ceiling layer, the particles may be some­
what larger than in flames; nevertheless, the effect of scattering is still 
relatively small and is neglected. The layer is assumed to be a gray 
(absorption coefficient, k) isothermal (temperature, T) and homo­
geneous mixture of flames, soot particles, carbon dioxide, water vapor, 
etc., in thermodynamic equilibrium. For a ceiling layer consisting 
mainly of luminous flames and small soot particles, the gray as­
sumption is satisfactory [3, 4]. The bounding enclosure surfaces are 
assumed to be black. Surfaces within the layer are characterized by 
a single uniform temperature, Tc. Each wall below the layer is as­
sumed to be at a uniform temperature but is allowed to be at a dif­
ferent temperature from the other walls. Wall temperatures below 
the ceiling layer are characterized by Ta, Tt, etc. 

For rays viewing the bounding enclosure surfaces within the ceiling 
layer, the radiance N(£c) for a path length, £c, is given by: 

W(4) = — ( l - ( l - ^ 7 ) exp(-fe^c)) . (1) 

where a is the Stefan-Boltzmann constant. 
The radiance for rays viewing the walls below the ceiling layer, at 

temperature Ta or Tj, is Na = aT^I-w and Ni, = oT^/ir, respec­
tively. 

The radiative flux, q", from the ceiling layer and enclosure surfaces 
to a differential target surface element is given by [6]: 

q»= C NkLH°lda where(n.f0)>o. (2) 
J a ro 

The unit normal n, to the target element has the direction cosines u, 
v and w; ro is the radius vector along the line of sight (ray) to the far 
edge of the ceiling layer; (n-r0) represents the dot product of the two 
vectors and dQ is the elemental solid angle subtended at the target 
element. The integration is performed over all solid angles with (n-ro) 
> 0 . 

The radiative flux from the ceiling layer and enclosure surfaces 
above3 a target located within the enclosure is given by the sum of four 
fluxes from four rectangular parallelepipeds (boxes). The target is 
located at one corner of each box. Fig. 1 shows a detail of one of the 
parallelepipeds. The radiative flux, q\", from the ceiling layer and 

1 Factory Mutual Research Corporation, Norwood, Mass. 02062. 
2 Factory Mutual Research Corporation, Norwood, Mass. 02062. 
3 The flux from below may be computed similarly. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division April 
26,1978. 

§44 / VOL. 100, AUGUST 1978 Transactions of the ASME 

Downloaded 21 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



U/u » I . 5 U / R 1 - 0.4371 (x/R) 
3 7 

• 0.1481 (x /R) - 0 .0423(x /R) 

0.401 1 1 1 1 1 1 1 1 1 
0 10 2 0 30 4 0 5 0 60 70 8 0 90 

cjf>, degrees 

Fig. 3 Angular distributions of the local Nusselt number In terms of NuGr°~ 
Pr = 0.7 

_ U / u „ = 1.5 s in (x /R) 

1.3- . __ u / U o o = l . 5 ( x / R ) - 0 . 4 3 7 l ( x / R ) 3 

+ O . I 4 8 l ( x / R ) 5 - 0 . 0 4 Z 3 ( x / R ) ? 

Fig. 4 A comparison of the local Nusselt numbers between uniform surface 
heat flux and uniform wall temperature 

The Nusselt number ratio NUUHF/NUUWT can be determined when 
Qe = Q*UHF (or Ae = A*UHF)- This Nusselt number ratio versus 
Gre*/Re5 /2 is illustrated in Fig. 4 for the case of assisting flow at rep­
resentative angular positions of <j> = 0 deg, 30 deg, 60 deg, and 90 deg. 
As can be seen from the figure, the NUTJHF/NUTJWT ratio increases 
from unity as the angle <t> increases from 0 deg. Thus, it can be con­
cluded that for an equivalent buoyancy force effect, heating by uni­
form surface heat flux yields larger local Nusselt numbers than 
heating by uniform wall temperature. 
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Fig. 1 Elevation, end and plan views of one rectangular parallelepiped. The 
origin ot a Cartesian and spherical polar coordinate system is located at the 
target element. 

enclosure surfaces in one of the parallelepipeds (of Fig. 1) is given by 
equation (2) and the equations for radiance, N. The path length, £c, 
through the ceiling layer is given by: 

4 
cosd 

for all values of < (3) 

zo is the vertical coordinate where the ray leaves the ceiling layer 
(outlet); Hi and Hi are the vertical coordinates of the lower and upper 
edges of the ceiling layer respectively; 0 and 4> are the polar and azi-
muthal angles, respectively, of a spherical polar coordinate system 
about the target element. The origin of a rectangular, Cartesian 
coordinate system is also located at the target element: 0 = TT/2 and 
4> = 0 represent the x-axis; 8 = TT/2 and <t> = TT/2, the y-axis; and 8 = 0, 
the z -axis of the Cartesian coordinate system; a and b are the depth 
along the y-axis and the breadth along the x-axis of the rectangular 
parallelepiped of Fig. 1. The x and y-axes are chosen such that b > 
a. The unit normal vector to the target, n, the radius vector, fo, and 
the elemental solid angle, dfl, of equation (2) are defined by: 

and 

n = iu + jv + kw, 

fo = rod sin0 cos</> + j sin0 sin$ + k cos0) 

dfl = sin 

(4) 

Substituting equations (1), (3) and (4) in equation (2) yields the flux, 
<h": 

•K Je=o Jwm I L T4 J L cosfl J) 

x o)(fl, fad<t> + Ta
4 (n(02, h, o, fa) + n (e3, ̂ , o, fa)) 

+ n 4 (n (<?!, 03, fa,^) + n (e3,^,02,^)); (5) 

where 

a>{8, fa = (usin0 cos<f> + vsin0 sin0 + wcosS) sin0; 

n(8e,8u,<t>e(8),4>u(0)) = - I I w(8, fad<t>d6; 
IT Joi J<t>e(0) 

"i and 4>i a r e defined in the following tabulation: 

8{ and <fo 

tan' 

Oi 

- , ( - 5 - ) 

tan" -(FI tan 

/Va2 + b2> 
(D 

3 ^ - i / i ^ l + ^ i ) w-tt-E—) 
\ Hi / XHitanfl/ 

The second term of equation (5) represents the radiative flux from 
the ceiling layer and from the enclosure surfaces bounding it that are 
within the ceiling layer. The other terms of equation (5) represent the 
radiative flux from the walls below the ceiling layer (at T„ and Ti,). 
The upper and lower limits, <f>u(0) and <M<?) respectively, of the inner 
integration over the azimuthal angle, 4>> are a function of the outer 
integration variable, 8. The limits of 4> are: 

fa(0) = 0, <j>u(6) = - for 0 < 6 < 0i 

<M0) = 0, <t>u(9) = fa for 0i < 8 < 02 

MO) = fa, faifi) = 03 for 02<0<83 

The vertical coordinate, zo, is a function of 0 and 0: 

(6) 

zo 

zo = Minimum of (• 
tanfl cosd 

H2 for 0 < 0 < tan- 1 ( — ) 

fa(8) < 0 < fa{8) 

, H 2 ) f o r t a n - 1 ^ < 0 < 0 3 (7) 

2o = Minimum of ( 
\ tan0 s sin0 

<4>^fa 

, H2\ for tan" 1 (—\ < 0 < 03 

02 < 0 < 0u(0). 

The double integrations of equation (5) may be evaluated numerically, 
e.g., using Simpson's rule. 

A p p l i c a t i o n 
The radiative flux from the ceiling layer to the floor is obtained by 

using equation (5) for each of the four rectangular parellelepipeds, 
and the results are compared with heat flux measurements made in 
a full-scale fire test [5], using Gardon-type heat flux gauges located 
on the carpeted floor of a room containing bedroom furniture. 

The fire test was performed at full scale on a 2.4 m wide X 3.7 m long 
X 2.4-m high bedroom containing a bed with a polyurethane mattress, 
a bureau, a desk, a television set, books, hanging curtains and some 
clothes. The room was ventilated by a single doorway 0.8 m wide X 
2 m high. The fire was started by igniting a central spot on the surface 
of the polyurethane mattress with a match, and was allowed to grow 
past the time when the entire bedroom was involved in the fire 
(post-flashover). Then, the test was terminated by a manually actu­
ated sprinkler. 

Surface and gas temperatures, the absorption coefficient of the 
ceiling layer and heat fluxes were measured at several locations con­
tinuously from ignition to termination of the test. Measured heat 
fluxes were compared with calculated radiative heat fluxes from the 
ceiling layer and enclosure surfaces to the floor. The physical pa­
rameters required as inputs to this calculation are: 1) the temperature, 
Tc; 2) the thickness, h(= H2 ~ Hi); 3) the effective radiation tem­
perature, T; 4) the gray absorption coeffficient, k, of the ceiling layer; 
and 5) the temperatures of the side walls below the layer. 

These input parameters are obtained from surface and gas phase 
thermocouple measurements, visual observations and smoke radiance 
measurements made continuously during the fire test. The radiative 
flux from the enclosure walls below the ceiling layer was neglected (Ta 

= Tt, = 0) in these comparisons; the simplification is reasonable since, 
in this particular fire, the flux due to the side walls of the enclosure 
below the ceiling layer was estimated to be negligible compared to flux 
from the ceiling layer itself. 

The foregoing input parameters (Tc, h, T and k) were used to cal­
culate the radiative flux from the ceiling layer to gauges on the floor 
at the front and rear of the bedroom. Columns 6 and 7 of Table 1 show 
calculated values and the range of measured values, respectively, 
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T a b l e 1 C o m p a r i s o n of c a l c u l a t e d a n d m e a s u r e d h e a t fluxes t o f loor i n a f u l l - s c a l e r o o m f i r e 

1 

Time 
After 

Ignition 
Seconds 

351 
354 
357 
360 
363 
366 
369 
372 

411-420 
435-411 

2 

Average 
Temperature 
of Enclosure 

Surfaces 
Within the 

Ceiling Layer 
TC,K 

(Input) 

386 
401 
420 
452 
495 
529 
562 
603 
996 
973 

3 

Thickness 
of 

Ceiling 
Layer" 

h, m 
h = H2-Hl 

(Input) 

1.1 
1.1 
1.1 
1.1 
1.1 
1.1 
1.1 
1.1 
1.6 
2.44 

4 

Tem­
perature 
of Ceiling 

Layer 
T,K 

(Input) 

868 
913 

1058 
1205 
1191 
1169 
1177 
1182 
1211 
1260 

5 

Absorption 
Coefficient 
of Ceiling 

Layer 
k, m~x 

(Input) 

0.079 
0.11 
0.086 
0.077 
0.12 
0.20 
0.31 
0.49 
1.5 
1.56 

6 7 8 9 

Comparison of Calculated and Measured 

Front G 
Calcu­
lated 
Flux 

kW/m2 

(Output) 

1.7 
2.6 
3.6 
5.2 
7.6 

11 
16 
22 
75 

121 

Heat Fluxes to Floor 
uage 

Mea­
sured 
Flux 

kW/m2 

2.2 
2.6 
3.1 
4.5 
6.9 
9.2 

13 
20 
46-84 

138c 

Rear Gi 
Calcu­
lated 
Flux 

kW/m2 

(Output) 

1.6 
2.4 
3.4 
4.9 
7.1 

10 
15 
21 
70 

119 

iage 

Mea­
sured 
Flux 

kW/m2 

3.3 
3.7 
4.6 
6.7 
9.3 

11 
15 
22 
35-78 
14-29d 

" Room height, H2 = 2.44 m 
b Measurements were unreliable; the absorption coefficient was assumed to be the same as for the second time period. 
c Measured values exceeded the range of the instrument. 
d Unreliable; rear heat flux gauge probably got covered with debris. 

versus time after ignition for the front heat flux gauge; columns 8 and 
9 show corresponding values for the rear gauge. Since all heat flux 
readings were near zero prior to 351 seconds, this period is not shown. 
The test was terminated at 444 seconds after ignition. Table 1 shows 
that the measurements are in reasonable agreement with calculated 
values. 

A n a l y t i c A p p r o x i m a t i o n s 
For special cases when two direction cosines equal zero and the third 

equals unity, the numerical calculations of equation (5) can be sim­
plified to approximate and analytic, closed-form expressions, 

The term (1 - (1 - r c
4 /T4)exp(-ft(zo - Hi)/cos 6)) in the inte­

grand of equation (5) represents an "emissivity" term for the ceiling 
layer. The double integral may be made analytic, by representing the 
emissivity factor in terms of an (optically thin) mean-beam-length, 
Lm = 4VIA where V is the volume of the ceiling layer, V = ab(H2 -
Hi) and A the total bounding surface area of the ceiling layer, 

A = [2(H2 - Hi)(a + b) + 2ab]: 

2ab(H2-Hl) 
(8) 

[(H2 - tf i)(a + b) + ab] 

For a corner target which is parallel to the ceiling (i.e., u = u = 0 and 
w = 1), an analytic approximation to equation (5) is given by (Jim" (0, 
0,1): 

W ( 0 , 0 , 1 ) : 
2TT \ 

' 1 -
T 4 / • ) ( ; 

/ " ) 

_oTa* 

2 

2TT 

VHf + b 

V # ! 2 + a2 

_ t a n - x ( — ° ) ) 
2 VVHi2 + 6 2 / / 

:tan~ 

('»-© a 

:tan' 

:tan~ 

WHJ + bv) 

(9) 
VH^ + a2 

where L m is given by equation (8). 
The accuracy of the beam-length approximation was compared with 

numerical calculations for a range of values of the parameters a, b, Hi, 
H2, T and Tc. Fig. 2 shows a representative case where the radiative 
flux to the floor at room center is plotted versus non-dimensional layer 
thickness, parametric in non-dimensional absorption coefficient. 

Fig. 2 shows that the analytic approximation is reasonable over a 
wide range of layer thickness and absorption coefficient. The analytic 
approximation is exact for k = 0 (no layer) and k -* => (opaque layer). 
In realistic fires, the analytic approximation is generally accurate to 

Id 00 

180 

160 

140 
E 
3! 

2.4 m 

i 

1 3.7m 
Plan View 

m 
Target 

H2 • ZAm 

Seam Length 

- — Numerical 

/ 

TC=873K 

T=I400K 
Walls Below Layer 
At 0 K // 

/ / / / / / 
12 V / 

/ / / 
V / ' 

/ / / 

/ / 
.120 

20 
**^~ 0.12 

0 0.2 0.4 0.6 0.8 I. 

Non-Dimensional Thickness Of Layer, (H2-H|)/H2 

Fig. 2 Comparison of numerical and analytic calculations tor radiative (lux 
to the floor at the center of a room. 

within ten percent of the numerical calculation. Analytic approxi­
mations for targets parallel to one of the side walls of the enclosure 
(u = 0, v = 1, w = 0 or u = 1, ii = 0, w = 0) show [7] comparable accu­
racy when matched with numerical calculations. The approximations 
for such targets are not explicitly provided in this note, but can be 
readily derived in a manner analogous to equation (9). 

The geometric mean beam length (Lm = 4V/A) is an optically thin 
approximation only valid for computing the flux to the bounding 
surface of a radiative medium. The justification for this simple ap­
proximation lies in its comparison with numerical calculations for a 
broad range of parameters. It is a satisfactory approximation for 
targets distant from the medium, provided the effect of distance is 
accounted for by means of a view factor (see equation (9)). Better 
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approximations have been provided [7] but only at the price of in­
creased complexity, so that the usefulness of those approximations 
is limited. 
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Similarly, the shape factor from sphere 2 to sphere 1 would then be 
of the form: 

Fn = FuPSf(R2/c) 

where 

F21PS = [1 - V r = ^ } V c W 2 

(3) 

(4) 

and / is the same function as in equation (1)—the argument now being 
(R2/c) instead of (R\lc). 

The function / may then be determined by applying the reciprocity 
relationship: 

MF12 = A2F2 1 

Substituting equations (1-4) and noting A = 4-n-ft2 yields: 

(5) 

i(Rxlc) fl2
2 [f - VT^jRjc^} 

f(R2/c) ~ i?!2 [1 - VT^TRaTcl2"] 

This suggests the following form for /: 

f(Rlc) = C0[l ~ VT^CflyVjpJ/ffl/c)2 (6) 

where the constant Co is determined from the condition that as (Rlc) 
-* 0, the shape factor becomes identically the point source result. That 

Approximate Radiation Shape 
Factors between Two Spheres 

J. D. Felske1 

I n t r o d u c t i o n 
The radiation shape factor between two spheres has been evaluated 

numerically and either plotted or tabulated by several investigators 
[1-4]. However, it would be useful to have a simple analytical ex­
pression which would be accurate over the entire parameter range. 
In [4], several approximate expressions were proposed and their re­
gions of applicability defined. It was found, though, that the expres­
sions became progressively more inaccurate as the sphere spacing was 
decreased and had a 12.1 percent error for the case of equal radius 
spheres which were just touching. The present work, on the other 
hand, develops a single analytical expression whose greatest dis­
crepancy is only 5.8 percent for this extreme case. 

Ana lys i s 
It is well known that the shape factor between two spheres of finite 

size and spacing is always greater than the shape factor calculated by 
replacing one by a point source [3, 4, 6]. The point source solution, 
however, is quite simple and therefore it would be advantageous to 
modify it to account for the finite size of the radiating sphere. The 
following modification was devised arbitrarily. In essence it implies 
that the kernel of the double area integration was separable. 

The shape factor from sphere 1 to sphere 2 (see Fig. 1) is taken to 
be of the form: 

• F12PS fiRr/c) (1) 

where F 1 2
p s is the shape factor if sphere 1 is infinitesimal (a point 

source) and f(R\/c) is a function which accounts for its actual finite 
size. The function / is arbitrarily assumed to be a function of only 
(fli/c). The point source solution is developed in [6] and may also be 
found as 1/4 X equation (11) in [7]. The result is: 

FUPS = ( 1 _ v r T 7 ^ 2 / c ) 2 ] / 2 (2) 
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lim f(R/c) = 1 
(R/c)—0 

(7) 

which then gives: 

Co = 2 

The approximate shape factor for all sphere sizes and spacings is 
then: 

[i - vr^iWiWm - VT^WJ^W Wi)2 (8) 

For purposes of comparison with the numerical integration solution 
[4], the computations will be given as functions of the radius ratio 
(RJR2) and the surface to surface spacing ratio (s/R2). See Fig. 1 for 
the definition of s. That is, 

Fu = F12(i?x/c, R2h) = Fl2(Rx/R2, s/R2) 

where the center to center and surface to surface distances are related 
by 

c = Rl + R2 + s (9) 

In Table 1, entries for values of s/R2 to the left of the solid vertical 
lines are percentage differences between the closed form solution of 
equation (8) and the numerical integration results of [4]: 

percent diff = 100 X (FeqUation<8) ~ Fmm)/Fn (10) 

Entries to the right of the solid vertical lines represent discrepancies 
of the approximations with.respect to either the point-source or the 
modified-point-source solution depending upon which was more ac­
curate [4]. (This latter type of comparison was necessary since the 

Fig. 1 Sphere geometry 
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approximations have been provided [7] but only at the price of in­
creased complexity, so that the usefulness of those approximations 
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where 

F21PS = [1 - V r = ^ } V c W 2 

(3) 

(4) 

and / is the same function as in equation (1)—the argument now being 
(R2/c) instead of (R\lc). 

The function / may then be determined by applying the reciprocity 
relationship: 

MF12 = A2F2 1 

Substituting equations (1-4) and noting A = 4-n-ft2 yields: 
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This suggests the following form for /: 

f(Rlc) = C0[l ~ VT^CflyVjpJ/ffl/c)2 (6) 

where the constant Co is determined from the condition that as (Rlc) 
-* 0, the shape factor becomes identically the point source result. That 
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The radiation shape factor between two spheres has been evaluated 

numerically and either plotted or tabulated by several investigators 
[1-4]. However, it would be useful to have a simple analytical ex­
pression which would be accurate over the entire parameter range. 
In [4], several approximate expressions were proposed and their re­
gions of applicability defined. It was found, though, that the expres­
sions became progressively more inaccurate as the sphere spacing was 
decreased and had a 12.1 percent error for the case of equal radius 
spheres which were just touching. The present work, on the other 
hand, develops a single analytical expression whose greatest dis­
crepancy is only 5.8 percent for this extreme case. 

Ana lys i s 
It is well known that the shape factor between two spheres of finite 

size and spacing is always greater than the shape factor calculated by 
replacing one by a point source [3, 4, 6]. The point source solution, 
however, is quite simple and therefore it would be advantageous to 
modify it to account for the finite size of the radiating sphere. The 
following modification was devised arbitrarily. In essence it implies 
that the kernel of the double area integration was separable. 

The shape factor from sphere 1 to sphere 2 (see Fig. 1) is taken to 
be of the form: 

• F12PS fiRr/c) (1) 

where F 1 2
p s is the shape factor if sphere 1 is infinitesimal (a point 

source) and f(R\/c) is a function which accounts for its actual finite 
size. The function / is arbitrarily assumed to be a function of only 
(fli/c). The point source solution is developed in [6] and may also be 
found as 1/4 X equation (11) in [7]. The result is: 
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lim f(R/c) = 1 
(R/c)—0 
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which then gives: 

Co = 2 

The approximate shape factor for all sphere sizes and spacings is 
then: 

[i - vr^iWiWm - VT^WJ^W Wi)2 (8) 

For purposes of comparison with the numerical integration solution 
[4], the computations will be given as functions of the radius ratio 
(RJR2) and the surface to surface spacing ratio (s/R2). See Fig. 1 for 
the definition of s. That is, 

Fu = F12(i?x/c, R2h) = Fl2(Rx/R2, s/R2) 

where the center to center and surface to surface distances are related 
by 

c = Rl + R2 + s (9) 

In Table 1, entries for values of s/R2 to the left of the solid vertical 
lines are percentage differences between the closed form solution of 
equation (8) and the numerical integration results of [4]: 

percent diff = 100 X (FeqUation<8) ~ Fmm)/Fn (10) 

Entries to the right of the solid vertical lines represent discrepancies 
of the approximations with.respect to either the point-source or the 
modified-point-source solution depending upon which was more ac­
curate [4]. (This latter type of comparison was necessary since the 
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Table 1 Percen t differences between the numerical 
in tegrat ion solution [4] and: (a) equation (8), (b) point-

source solution [4], and (c) modified point source 
solution [4]. See text for meaning of heavy vert ical 

lines. 

SIR, 

R,IR, 

(a) 
0 . 1 (b) 

( c ) 

( a ) 
0 . 2 (b) 

( c ) 

( a ) 
0 . 4 (b) 

( c ) 

( a ) 
0 . 6 (b) 

( c ) 

( a ) 
0 . 8 (b) 

( c ) 

( a ) 
1.0 (b) 

( c ) 

Ca) 
2 . 0 (b) 

__M__j 

( a ) 
4 . 0 (b) 

( c ) 

( a ) 
S.O (b) 

tc) 
( a ) 

1 0 . 0 ( b ) 
(c) 

0 . 0 

- 2 . 6 
- 2 . 8 

- 3 1 . 0 

- 3 . 4 
- 4 . 0 

- 2 5 . 0 

- 4 . 8 
- 6 . 8 

- 1 9 . 1 

- 5 . 1 
- 8 . 6 

- 1 5 . 5 

- 5 . 6 
- 1 0 . 6 
- 1 3 . 6 

- 5 . 8 
- 1 2 . ] 
- 1 2 . 1 

- 5 . 6 
- 1 7 . 6 

- 8 . 3 

- 3 . 6 
- 2 2 . 6 

- 4 . 6 

- 3 . 5 
- 2 9 . 6 

- 3 . 8 

- 2 . 6 
- 3 1 . 0 

- 2 . 8 

0 . 2 

- 0 . 7 
- 0 . 8 

- 1 8 . 6 

- 1 . 4 
- 1 . 9 

- 1 6 . 2 

- 2 . 2 
- 3 . 8 

- 1 3 . 0 

- 2 . 4 
- 5 . 2 

- 1 0 . 7 

- 2 . 8 
- 6 . 8 
- 9 . 3 

- 2 . 9 
- 8 . 2 
- 8 . 2 

- 5 . 3 
- 1 3 . 9 

- 5 . 8 

- 2 . 7 
- 2 0 . 2 

- 3 . 6 

- 2 . 1 
- 2 6 . 9 

- 2 . 4 

- 2 . 0 
- 2 8 . 9 

- 2 . 2 

0 . 4 

+ 0 . 1 
0 . 0 

- 1 2 . 6 

- 1 . 7 
- 2 . 1 

- 1 2 . 5 

- 1 . 1 
- 2 . 4 
- 9 . 5 

- 1 . 5 
- 3 . 8 
- 8 . 1 

- 1 . 6 
- 5 . 0 
- 7 . 0 

- 1 . 8 
- 6 . 2 
- 6 . 2 

- 2 . 2 
- 1 1 . 5 

- 4 . 3 

- 2 . 4 
- 1 8 . 4 

- 3 . 2 

- 1 . 6 
- 2 4 . 9 

- 1 . 8 

- 1 . 4 
- 2 7 . 0 

- l . S 

0 . 6 • 

+ 0 . 1 
0 . 0 

- 9 . 5 

- 0 . 4 
- 0 . 8 
- 8 . 8 

- 0 . 6 
- 1 . 6 
- 7 . 3 

- 0 . 9 
- 2 . 8 
- 6 . 3 

- 1 . 0 
- 3 . 9 
- 5 . 5 

- 1 . 2 
- 5 . 0 
- S . O 

- 1 . 4 
- 9 . 7 
- 3 . 4 

- 1 . 6 
- 1 6 . 4 

- 2 . 4 

- 1 . 3 
- 2 3 . 4 

- 1 . 6 

- 1 . 2 
- 2 5 . 5 

- 1 . 4 

0 . 8 

+ 0 . 1 
0 . 0 

- 7 . 4 

• 0 . 3 
0 . 0 

- 6 . 5 

- 0 . 5 
- 1 . 4 
- 6 . 0 

0 . 0 
- 1 . 6 
- 4 . 5 

- 0 , 7 
- 3 . 1 
- 4 . 5 

- 0 . 9 
-.1.1 
- 4 . 1 

- 1 . 3 
- 8 . 7 
- 3 . 0 

- 1 . 2 
- 1 4 . 8 

- 1 . 9 

- 0 . 9 
- 2 1 . 9 

- 1 . 2 

- 0 . 8 
- 2 4 . 1 

- 1 . 0 

1.0 

+ 0 . 1 
0 . 0 

- 6 . 0 

+ 0 . 2 
0 . 0 

- 5 . 3 

- 0 . 2 
- 0 . 9 
- 4 . 8 

- 0 . 5 
- 1 . 9 
- 4 . 4 

- 0 . 1 
- 2 . 2 
- 3 . 4 

+ 0 . 1 
- 2 . 7 
- 2 . 7 

- 1 . 1 
- 7 . 7 
- 2 . 6 

- 0 . 8 
- 1 3 . 4 

- 1 . 5 

- 0 . 9 
- 2 0 . 7 

- 1 . 1 

- 0 . 9 
- 2 3 . 0 

- 1 . 1 

1 0 . 0 

0 . 0 
0 . 0 

- 0 . 2 

0 . 0 
0 . 0 

- 0 . 2 

0 . 0 
0 . 0 

- 0 . 2 

+ 0 . 1 
0 . 0 

- 0 . 1 

+ 0 . 1 
0 . 0 

- 0 . 1 

+ 0 . 1 
0 . 0 
0 . 0 

+ 0 . 1 
- 0 . 4 
- 0 . 0 

+ 0 . 1 
- 1 . 7 

0 . 0 

+ 0 . 1 
- 4 . 6 

0 . 0 

+ 0 . 1 
- 6 . 0 

0 . 0 

numerical computations given in [4] were only for points lying to the 
left of the solid vertical lines. Points lying to the right of these lines 
are stated in [4] as being represented to within 1 percent of the nu­
merical solution by either the point-source solution or the modified-

Tube Wall Temperatures of an 
Eccentrically Located 
Horizontal Tube within a 
Narrow Annulus 

R. W. Alperi1 

I n t r o d u c t i o n 

The problem considered in this technical note is that of a horizontal 
heated tube located eccentrically within another cylinder which forms 
an annular region for fluid flow such that a variable flow area (de­
termined by the angle id is formed (Figs. 1 and 2 indicate the geometry 
utilized in this analysis). The inner cylinder can be heated by using 
either an electrical power source or a hot water source. During oper­
ation of this system, it could be possible that the upper portion of the 
eccentric annulus (postulated to have the smallest clearance) could 
become vapor blanketed (dryout) while saturated boiling occurs over 
the remainder of the annular region. If such a situation occurred, the 
question arises as to what tube wall temperature distributions would 
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point-source solution depending upon the parameter range.) 
From this table it is seen that the present results are generally more 

accurate than the two approximations of [4]. Also, for the most de­
manding case of equal radius spheres which are just touching, the 
present solution is only 5.8 percent in error as compared to errors of 
12.1 percent resulting from each of the approximate solutions in [4], 
Finally, it should be noted that the errors are generally largest for the 
case of zero sphere spacing but decrease rapidly to less than one 
percent with the present results converging to the results of the ap­
propriate expression in [4] for large sphere spacings. 

C o n c l u s i o n s 
The shape factors between two spheres can be determined to a good 

approximation by employing the "separability" assumption given in 
equation (1). The resulting simple closed form expression, equation 
(8), is quite accurate over the entire range of sphere sizes and spacings 
including the region where acceptable results could have previously 
been obtained only by numerical integration. 
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be incurred using the two different types of heating sources. The 
answer to this question, namely, what is the temperature distribution 
of the heated tube wall when vapor blanketing of a portion of a narrow 
annular crevice occurs, when the two different possible heat sources 
are utilized, is the subject of this paper. Singley [1] has reported on 
experience in regard to steam generator tube support regions. Ishi-
bashi and Nishikana [2] have also reported on the different flow re­
gimes (coalesced and isolated bubble regions) that exist in vertical 
tubes with small clearances under different boiling situations. How­
ever, in general, the effects of boiling heat transfer in narrow annular 
spaces when eccentricity of the inner heated tube is present have not 
been extensively studied either analytically or experimentally; how­
ever, some completed studies have been reported by Rosenhow and 
Hartnett [3]. It should be noted that the cooling of individual insu­
lated electrical cables can result [4] in a similar situation as is proposed 
here. 

Analysis 
Under the conditions proposed above, the upper region could be 

steam blanketed and have a small heat transfer coefficient Q12) while 
the remainder of the annular area has local boiling and a high heat 
transfer coefficient (h\). Two modes of heating the central tube, 
electrical heating and hot water heating are considered. For the case 
where the tube is heated by an electrical heater, the inside tube wall 
is assumed to have a constant heat flux as the boundary condition 
while the inside wall temperature is assumed to be constant when the 
tube is heated by a hot water energy source. Axial conduction effects 
are neglected in this analysis. 
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Table 1 Percen t differences between the numerical 
in tegrat ion solution [4] and: (a) equation (8), (b) point-

source solution [4], and (c) modified point source 
solution [4]. See text for meaning of heavy vert ical 

lines. 

SIR, 

R,IR, 

(a) 
0 . 1 (b) 

( c ) 

( a ) 
0 . 2 (b) 

( c ) 

( a ) 
0 . 4 (b) 

( c ) 

( a ) 
0 . 6 (b) 

( c ) 

( a ) 
0 . 8 (b) 

( c ) 

( a ) 
1.0 (b) 

( c ) 

Ca) 
2 . 0 (b) 

__M__j 

( a ) 
4 . 0 (b) 

( c ) 

( a ) 
S.O (b) 

tc) 
( a ) 

1 0 . 0 ( b ) 
(c) 

0 . 0 

- 2 . 6 
- 2 . 8 

- 3 1 . 0 

- 3 . 4 
- 4 . 0 

- 2 5 . 0 

- 4 . 8 
- 6 . 8 

- 1 9 . 1 

- 5 . 1 
- 8 . 6 

- 1 5 . 5 

- 5 . 6 
- 1 0 . 6 
- 1 3 . 6 

- 5 . 8 
- 1 2 . ] 
- 1 2 . 1 

- 5 . 6 
- 1 7 . 6 

- 8 . 3 

- 3 . 6 
- 2 2 . 6 

- 4 . 6 

- 3 . 5 
- 2 9 . 6 

- 3 . 8 

- 2 . 6 
- 3 1 . 0 

- 2 . 8 

0 . 2 

- 0 . 7 
- 0 . 8 

- 1 8 . 6 

- 1 . 4 
- 1 . 9 

- 1 6 . 2 

- 2 . 2 
- 3 . 8 

- 1 3 . 0 

- 2 . 4 
- 5 . 2 

- 1 0 . 7 

- 2 . 8 
- 6 . 8 
- 9 . 3 

- 2 . 9 
- 8 . 2 
- 8 . 2 

- 5 . 3 
- 1 3 . 9 

- 5 . 8 

- 2 . 7 
- 2 0 . 2 

- 3 . 6 

- 2 . 1 
- 2 6 . 9 

- 2 . 4 

- 2 . 0 
- 2 8 . 9 

- 2 . 2 

0 . 4 

+ 0 . 1 
0 . 0 

- 1 2 . 6 

- 1 . 7 
- 2 . 1 

- 1 2 . 5 

- 1 . 1 
- 2 . 4 
- 9 . 5 

- 1 . 5 
- 3 . 8 
- 8 . 1 

- 1 . 6 
- 5 . 0 
- 7 . 0 

- 1 . 8 
- 6 . 2 
- 6 . 2 

- 2 . 2 
- 1 1 . 5 

- 4 . 3 

- 2 . 4 
- 1 8 . 4 

- 3 . 2 

- 1 . 6 
- 2 4 . 9 

- 1 . 8 

- 1 . 4 
- 2 7 . 0 

- l . S 

0 . 6 • 

+ 0 . 1 
0 . 0 

- 9 . 5 

- 0 . 4 
- 0 . 8 
- 8 . 8 

- 0 . 6 
- 1 . 6 
- 7 . 3 

- 0 . 9 
- 2 . 8 
- 6 . 3 

- 1 . 0 
- 3 . 9 
- 5 . 5 

- 1 . 2 
- 5 . 0 
- S . O 

- 1 . 4 
- 9 . 7 
- 3 . 4 

- 1 . 6 
- 1 6 . 4 

- 2 . 4 

- 1 . 3 
- 2 3 . 4 

- 1 . 6 

- 1 . 2 
- 2 5 . 5 

- 1 . 4 

0 . 8 

+ 0 . 1 
0 . 0 

- 7 . 4 

• 0 . 3 
0 . 0 

- 6 . 5 

- 0 . 5 
- 1 . 4 
- 6 . 0 

0 . 0 
- 1 . 6 
- 4 . 5 

- 0 , 7 
- 3 . 1 
- 4 . 5 

- 0 . 9 
-.1.1 
- 4 . 1 

- 1 . 3 
- 8 . 7 
- 3 . 0 

- 1 . 2 
- 1 4 . 8 

- 1 . 9 

- 0 . 9 
- 2 1 . 9 

- 1 . 2 

- 0 . 8 
- 2 4 . 1 

- 1 . 0 

1.0 

+ 0 . 1 
0 . 0 

- 6 . 0 

+ 0 . 2 
0 . 0 

- 5 . 3 

- 0 . 2 
- 0 . 9 
- 4 . 8 

- 0 . 5 
- 1 . 9 
- 4 . 4 

- 0 . 1 
- 2 . 2 
- 3 . 4 

+ 0 . 1 
- 2 . 7 
- 2 . 7 

- 1 . 1 
- 7 . 7 
- 2 . 6 

- 0 . 8 
- 1 3 . 4 

- 1 . 5 

- 0 . 9 
- 2 0 . 7 

- 1 . 1 

- 0 . 9 
- 2 3 . 0 

- 1 . 1 

1 0 . 0 

0 . 0 
0 . 0 

- 0 . 2 

0 . 0 
0 . 0 

- 0 . 2 

0 . 0 
0 . 0 

- 0 . 2 

+ 0 . 1 
0 . 0 

- 0 . 1 

+ 0 . 1 
0 . 0 

- 0 . 1 

+ 0 . 1 
0 . 0 
0 . 0 

+ 0 . 1 
- 0 . 4 
- 0 . 0 

+ 0 . 1 
- 1 . 7 

0 . 0 

+ 0 . 1 
- 4 . 6 

0 . 0 

+ 0 . 1 
- 6 . 0 

0 . 0 

numerical computations given in [4] were only for points lying to the 
left of the solid vertical lines. Points lying to the right of these lines 
are stated in [4] as being represented to within 1 percent of the nu­
merical solution by either the point-source solution or the modified-

Tube Wall Temperatures of an 
Eccentrically Located 
Horizontal Tube within a 
Narrow Annulus 

R. W. Alperi1 

I n t r o d u c t i o n 

The problem considered in this technical note is that of a horizontal 
heated tube located eccentrically within another cylinder which forms 
an annular region for fluid flow such that a variable flow area (de­
termined by the angle id is formed (Figs. 1 and 2 indicate the geometry 
utilized in this analysis). The inner cylinder can be heated by using 
either an electrical power source or a hot water source. During oper­
ation of this system, it could be possible that the upper portion of the 
eccentric annulus (postulated to have the smallest clearance) could 
become vapor blanketed (dryout) while saturated boiling occurs over 
the remainder of the annular region. If such a situation occurred, the 
question arises as to what tube wall temperature distributions would 
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point-source solution depending upon the parameter range.) 
From this table it is seen that the present results are generally more 

accurate than the two approximations of [4]. Also, for the most de­
manding case of equal radius spheres which are just touching, the 
present solution is only 5.8 percent in error as compared to errors of 
12.1 percent resulting from each of the approximate solutions in [4], 
Finally, it should be noted that the errors are generally largest for the 
case of zero sphere spacing but decrease rapidly to less than one 
percent with the present results converging to the results of the ap­
propriate expression in [4] for large sphere spacings. 

C o n c l u s i o n s 
The shape factors between two spheres can be determined to a good 

approximation by employing the "separability" assumption given in 
equation (1). The resulting simple closed form expression, equation 
(8), is quite accurate over the entire range of sphere sizes and spacings 
including the region where acceptable results could have previously 
been obtained only by numerical integration. 

R e f e r e n c e s 
1 Jones, L. R., "Diffuse Radiation View Factors Between Two Spheres," 

ASME JOURNAL OF HEAT TRANSFER, Vol. 87, No. 3, Aug. 1965, pp. 421-
422. 

2 Campbell, J. P., and McConnell, D. G., "Radiant-Interchange Configu­
ration Factors for Spherical and Conical Surfaces to Spheres," NASA Tech. 
Note No. D-4457,1968. 

3 Juul, N. H., "Diffuse Configuration View Factors Between Two Spheres, 
and Their Limits," Letters in Heat and Mass Transfer, Vol. 3, pp. 205-212, 
1976. 

4 Juul, N. H., "Investigation of Approximate Methods for Calculation of 
the Diffuse Radiation Configuration View Factor Between Two Spheres," 
Letters in Heat and Mass Transfer, Vol. 3, pp. 513-522,1976. 

5 Siegel, R. and Howell, J. R., Thermal Radiation Heat Transfer, pp. 
204-207, McGraw-Hill, N.Y., 1972. 

6 Juul, N. H., "Applicability of Evaluating the View Factor by the Solid 
Angle in Radiation from Spheres or Infinitely Long Cylinders to Arbitrary 
Bodies," submitted to the International Journal of Heat and Mass Trans­
fer. 

7 Watts, R. G., "Radiant Heat Transfer to Earth Satellites," ASME 
JOURNAL OF HEAT TRANSFER, Vol. 87, No. 3, Aug. 1965, pp. 369-373. 

be incurred using the two different types of heating sources. The 
answer to this question, namely, what is the temperature distribution 
of the heated tube wall when vapor blanketing of a portion of a narrow 
annular crevice occurs, when the two different possible heat sources 
are utilized, is the subject of this paper. Singley [1] has reported on 
experience in regard to steam generator tube support regions. Ishi-
bashi and Nishikana [2] have also reported on the different flow re­
gimes (coalesced and isolated bubble regions) that exist in vertical 
tubes with small clearances under different boiling situations. How­
ever, in general, the effects of boiling heat transfer in narrow annular 
spaces when eccentricity of the inner heated tube is present have not 
been extensively studied either analytically or experimentally; how­
ever, some completed studies have been reported by Rosenhow and 
Hartnett [3]. It should be noted that the cooling of individual insu­
lated electrical cables can result [4] in a similar situation as is proposed 
here. 

Analysis 
Under the conditions proposed above, the upper region could be 

steam blanketed and have a small heat transfer coefficient Q12) while 
the remainder of the annular area has local boiling and a high heat 
transfer coefficient (h\). Two modes of heating the central tube, 
electrical heating and hot water heating are considered. For the case 
where the tube is heated by an electrical heater, the inside tube wall 
is assumed to have a constant heat flux as the boundary condition 
while the inside wall temperature is assumed to be constant when the 
tube is heated by a hot water energy source. Axial conduction effects 
are neglected in this analysis. 
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The governing equation for the steady-state temperature distri­
bution in a tube which has a variable circumferential heat transfer 
coefficient along the outer radius is: 

dH i at i dH 

dr2 r dr r2 dip2 0 (1) 

The boundary conditions for the two cases considered here are: 

Electrically Heated 

.dt 
®R = Ri, -K 

@ R = R0, 

dr 

< 4> < 

Constant 

.dt 
-K- •• h2(t — t„) 

K-
dr 

dr 

•hx(t - t „ ) 

Hot Water Heated 

@ R = Ri, t = tw = Constant 

@ R = # o ) same as for 

electrically 

heated case 
(2) 

The above expression was evaluated at the outer boundary condition 
where the product of h(t — £») was expanded in terms of a Fourier 
series for the two different regions assumed in this analysis and the 
coefficients of the like terms are equated to each other. The resulting 
coefficients are summarized in Table 1. As can be seen, there are m 
= n equations that can be solved uniquely for the individual coeffi­
cients utilizing the constant term also shown in Table 1. 

In Table 1, the following definitions are utilized: 

q"Ri 
ao = HQ — t„ In RQ 

K 

am = R0
mRr2m + ft<rm 

am
x = Rom-lRC2m - RQ-"1-1 

The final solution for temperature can then be written as: 

: « o + E Bm\rmRt-
m = l 

-2m + r~m\ cos m<p + t=. 

(5) 

(6) 

C o n s t a n t W a l l T e m p e r a t u r e 
Evaluating the general solution for temperature (3) similarly for 

a constant wall temperature results in the following expression for 
temperature 

The general solution for each case can be written as: 

t = H0 + Hi In r + (H2 In r + H3)\p 

+ E \Amrm + Bmr-m\ cos m$ 
m=\ 

+ E \Cmrm + Dmr'm\ sin m <p (3) 
m = l 

Each mode of heating the tube will be considered separately below 
wherein a standard Fourier Analysis technique was utilized to obtain 
a solution. 

E l e c t r i c a l l y H e a t e d T u b e 
Evaluating the above expression with the constant heat flux 

boundary condition for the electrically heated tube case at the inner 
boundary results in expressions for Hi and Am in terms of Bm. Hence, 
the expression for temperature becomes: 

q"Ri 
t = H0-±—-ltir+ E Bm\r»>Rr2m + r-

K m = i 
| cos m\p (4) 

t = t„ + 7 o + E Bm(rmRi-2m + r~m) cos m\p (7) 
m » l 

where the coefficients of Bm and 70 are summarized in Table 2. The 
following definitions are utilized in Table 2: 

ym = ft<Tm - Rr2mR0
m 

R0 
To = tw - t - + Hi In 

ft. 
(8) 

: fto_m_1 + ftr2mftom~1 

Results 
The temperature solutions were used to evaluate the tube wall 

temperatures for various degrees of vapor blanketing that might occur 
within the narrow annular crevice region. This was done by varying 
the vapor blanketing angle (4>) from 0 to IT radians (concentric tubes 
with no vapor blanketing to being all vapor blanketed). Values of hi 
= 17,038.2 W/M2°C and h2 = 567.9 W/M2oC were used for these 
calculations. The thermal conductivity utilized in these calculations 
was 17.3 W/M2°C. Temperature variations around the periphery for 
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Table 1 Summary of solution coefficients constant 
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Table 2 Summary of solution coefficients constant 
wall temperature 
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typical cases of an electrically heated tube are shown in Fig. 1 and for 
the hot water heated tubes in Fig. 2. As can be seen, the temperature 
variations can be significant between the area of the vapor blanketing, 
and the region of local boiling although much more so for the elec­
trically heated case. It is significant to note that the results indicate 
that the wall temperatures can vary significantly but thermocouples 
placed within the tube but not in the area of the vapor blanketing may 
not indicate any significant temperature changes have occurred. The 
calculated temperature profiles tend to indicate that a greater po­
tential exists for electrically heated tube tests to have vapor blanketed 

regions than for hot water heated tube tests. 
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A Finite Element Thermal 
Analysis Procedure for Several 
Temperature-Dependent 
Parameters 

E. A. Thornton1 and A. R. Wleting2 

N o m e n c l a t u r e 
A = tube element conduction area 
As = tube element surface convection area 
cp = fluid specific heat 
h = convective heat transfer coefficient 
[J] - Jacobian matrix defined in equation (4) 
k = thermal conductivity 
[K] = thermal conductance matrix 
[K] = thermal conductance matrix for a unit thermal parameter 
[K*] = nonsymmetric portion of the Jacobian matrix, defined in 

equation (5) or (12) 
L = tube/fluid element length 
m = fluid mass flow rate 
N = number of element nodes 
NC = number of component matrices 
|Q) = heat load vector 
\R) = residual heat load vector, defined in equation (6) or (14) 
|T] = temperature vector 
[AT) = temperature increment vector, defined in equation (2) 
Ta = average element temperature, defined in equation (8) 
TP = thermal parameter 

Subscripts 
c = component matrix 
e = element matrix 
n = iteration number 

Introduction 
Steady-state conduction/convection thermal analysis of practical 

structures requires consideration of several temperature dependent 
thermal parameters. For example, a typical conduction/forced con­
vection thermal analysis involves the independent variation of: (1) 
the thermal conductivity of the structure, (2) the fluid specific heat, 
and (3) the convective heat transfer coefficient. In a recent develop­
ment of finite element methodology for steady state thermal analysis 
of convectively cooled structures [1] new finite elements were devel­
oped which incorporated these three parameters into single elements. 
The elements differ from past finite elements for steady-state thermal 
analysis [2] which have utilized only one temperature dependent 
thermal parameter (e.g., conductivity) per element. 

Steady-state thermal analysis using finite elements with temper­
ature dependent thermal parameters requires the solution of a non­
linear set of algebraic equations. One of the most popular solution 
methods in nonlinear analysis is the Newton-Raphson iteration 
technique. The Newton-Raphson method is discussed in a recent 
conduction heat transfer text [3] with reference to an algebraic 
equation, but no information is presented which shows the application 
of the method to a set of simultaneous nonlinear equations such as 
generated by either the finite difference or finite element methods. 
The method has been successfully applied to nonlinear structural 
analysis [4], and thermal analysis [5-7], The applications to thermal 
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analysis have been limited to finite elements involving only one 
temperature dependent parameter, e.g., the thermal conductivity. 
A well-known drawback of the conventional Newton-Raphson method 
is the need to recompute and factor the global conductance (stiffness) 
matrix at each iteration. Frequently, a modified Newton-Raphson 
method is used where the conductance matrix is held constant for 
several iterations and is recalculated only when the convergence rate 
deteriorates, [8]. 

The purpose of this paper is to present a finite element thermal 
analysis procedure for simple elements with several temperature 
dependent thermal parameters. The procedure is based on an appli­
cation of the generalized Newton-Raphson technique presented in 
[5]. The conventional Newton-Raphson technique is used, but to 
achieve improved computational efficiency a procedure is developed 
in which element conductance matrices are computed once per unit 
thermal parameter. The procedure is demonstrated for a convectively 
cooled structure with three hypothetical, widely varying thermal 
parameters. Convergence rates of the calculated coolant and struc­
tural temperatures are presented and computational savings of the 
unit thermal parameter concept are discussed. 

A n a l y s i s P r o c e d u r e fo r S e v e r a l T h e r m a l P a r a m e t e r s 
Finite element thermal analysis of a steady state conduction/forced 

convection problem with temperature dependent thermal parameters 
requires solution of a set of nonlinear, algebraic equations, 

[K(T)\ ITS = [Q\ (1) 

where [if(T)] is the temperature-dependent system conductance 
matrix, \T) is the nodal temperature vector and (Q) is the system nodal 
heat load vector. The heat load vector is assumed constant. This is 
a permissible assumption in many conduction/forced convection 
problems where heat loads normally arise from specified surface or 
convective heating and radiative exchanges are neglected. 

The Newton-Raphson iterative solution algorithm for solving 
equation (1) is 

[</]„! AT|B + 1 « 1R)„ (2) 

m „ + i = |T)n + | A T U i (3) 

where [J\n is called in [5] the Jacobian matrix. In the present paper 
[J]n is called the system Jacobian matrix, and it is assembled from 
element Jacobian matrices. A typical term of an element Jacobian 
matrix is given by 

(Jij)e = (Kijh + (Kij*)e (4) 

where 

(Kij*)e = E (diKuUdTj) (Te)e (5) 

and N is the number of element nodes; (Kij)e is a term of the element 
conductance matrix, (Kij*)e is a pseudo conductance term contributed 
by the Newton-Raphson technique and (Te)e represents the element 
nodal temperatures. The terms in the Jacobian matrix depend on: (1) 
the element type (rod, quadrilateral, etc.), (2) the spatial variation 
of the thermal parameters within an element, and (3) the form of the 
temperature dependence of the thermal parameters. 

The matrix \R\n, (equation (2)), denotes the system residual nodal 
heat-load vector which is assembled from corresponding element 
vectors. A typical term of an element residual heat load vector is given 
by 

(fii)e = (Qih - Z (Kie)e (Te)e. (6) 

The application of the Newton-Raphson technique to elements with 
several thermal parameters is based on two assumptions: (1) thermal 
parameters are constant within an element, and (2) an element 
thermal parameter depends only on the average element temperature. 
These assumptions are reasonable for lower order finite elements with 
simple temperature variations. Indeed, the assumption of constant 
thermal parameters within a discrete region is an accepted practice 
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in heat transfer analysis using the lumped-parameter approach. In 
conduction heat transfer higher-order finite elements offer compu­
tational advantages, and the thermal conductivity should be per­
mitted to vary within the element, [5]. In such cases assumptions (1) 
and (2) are not valid. 

Using assumption (1), an element conductance matrix associated 
with a typical thermal parameter can be expressed as a product of the 
thermal parameter and a unit conductance matrix. Furthermore, for 
an element with several thermal parameters the element conductance 
matrix can be expressed as the sum of such terms, one for each thermal 
parameter. For example, the element conductance matrix for a 
tube/fluid element [1] with two fluid nodes and two tube nodes is 

"0 0 0 0 " " 

0 0 0 0 
[K)e = k 

0 0 AIL -AIL 

_0 0 -AIL A/L_ 

~A„/3 As/6 -AJ% -As/3~j F - m / 2 mil 0 0 

Asl3 -As/3 -As/% -m/2 m/2 0 0 

Sym A s /3 A s/6 " 0 0 0 ol 

-4S/3J L 0 0 0 0_ 
(7) 

where k is the tube thermal conductivity, A is the tube conduction 
area and L is the element length; h is the convective heat transfer 
coefficient and As is the tube inner surface convection area; ep is the 
fluid specific heat; and m is the fluid mass flow rate. Assumption (2) 
means that element thermal parameters such as k, h, and cp in 
equation (7) are interpolated from tabulated data using an average 
element temperature Ta, computed from 

Ta = UN E Tj (8) 

where Tj is the temperature of the ;'th node. In equation (8) N is the 
number of temperatures effecting the thermal parameter and Tj are 
the associated temperatures. For example, the tube thermal con­
ductivity depends only on the two tube temperatures whereas h and 
cp depend on the two fluid temperatures. For the simple, lower order, 
one and two dimensional elements used in this study the temperature 
averaging scheme presented in equation (8) has proven very satis­
factory. For other two and three dimensional finite elements a 
weighted temperature average may be more desirable. 

The Jacobian matrix (equation (4)) for an element with several 
thermal parameters is evaluated by resolving an element Jacobian 
into component matrices, one component matrix for each thermal 
parameter. Thus 

NC 
[J]e = E [J]c O) 

c = l 

where [J]c is a typical component Jacobian matrix and NC is the 
number of element thermal parameters. Each component Jacobian 
matrix is the sum of two terms as shown in equation (4). Using as­
sumption (1), a typical component conductance matrix, the first term 
in equation (4), is 

(Kij)c = TPc(Kij)c (10) 

where TPC is a typical component thermal parameter (e.g., h,k,or 
cp) and (Kij)c is a unit conductance matrix (see equation (7)). Using 
assumption (2), the second term, the pseudo conductance matrix 
(equation (5)), may be written in terms of the average element tem­
perature Ta. First, the chain rule of differentiation gives 

(Kij*)c = E (dTaldTj)(d(Kie)cldTa)(Te)e. (11) 
£=1 

Then differentiating equations (8) and (10) and substituting into 
equation (11) yields 

(Kii*)c = l/N(d(TP)c/dTa) E (Kie)c(Te)e. (12) 
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Since the right hand side of equation (12) is independent of;', (Kij*) 
is a matrix with equal columns. The quantity d(TP)cldTa represents 
the slope of the thermal parameter curve evaluated at the average 
element temperature. (In this paper, all parameters are assumed to 
vary in a piecewise linear manner with temperature.) Combining 
equations (10) and (12) gives an explicit equation for the terms of a 
component Jacobian matrix: 

(Jij)c = TPc(Kij)c + W (d{TP)JdTa) E (KiA (Te)e. (]3) 

The element residual heat load vector may be written in terms of 
components in a similar manner. The residual load for a typical 
component is then found by substituting equation (10) into equation 
(6) to obtain: 

(Rih = (Qi)c -TPC E (Ku)c(Tt).. (14) 

Equations (13) and (14) are the basis for the solution procedure for 
several thermal parameters. These equations have the following 
computational conveniences: (1) they are valid for all element types 
independent of the element formulation, (2) element component 
conductance matrices need to be computed only once, and (3) they 
have common operations so that computations can be efficiently 
combined into a single subroutine. 

In the computer program utilizing the procedure [9], element unit 
conductance matrix components are first formed for all elements. At 
each iteration Jacobian matrices and residual heat load vectors for 
each component are computed from the unit conductance matrices 
using equations (13) and (14). Component thermal parameters TPC 

and d(TP)c/dTa are computed from tabulated input data using linear 
interpolation. Component matrices are then simultaneously assem­
bled into the system matrices. The system equations (2) are solved 
by a general banded equation solver because of the asymmetry of the 
Jacobian matrix. The iteration process is initiated by assuming a zero 
nodal temperature vector and terminated when the largest AT at a 
node (expressed as a percentage) is less than a specified convergence 
criterion. 

E x a m p l e 
The solution procedure has been successfully applied to several 

convectively cooled structures, [1]. One of these applications was to 
a segment of a strut for a hydrogen cooled supersonic combustion 
ramjet (scramjet) engine, Fig. 1. The strut is heated by hot hydrogen 
flowing in internal manifolds and aerodynamically by external air 
flow. The structure is cooled by cold hydrogen flowing between the 
primary structure and the aerodynamic skin. The finite element 
model, Fig. 1, utilizes rod and quadrilateral conduction elements to 

Fig. 1 Scramjet strut segment and finite element model 
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represent the heat shield, primary structure and aerodynamic skin 
and plate-fin/fluid elements to represent the coolant passage. The 
temperatures on the boundary of the region (except for the coolant 
outlet temperature) are specified. The temperature variations of three 
hypothetical thermal parameters are displayed in Fig. 2. Hypothetical 
parameters are used so that a significant variation of the thermal 
parameters will occur over the structural and fluid temperature 
ranges. 

The finite element calculated temperatures at each iteration for 
selected nodes (Pig. 1) are presented in Table 1. The convergence rate 
is good; four iterations were required to meet the convergence criteria 
of 0.1 percent. The predominant thermal parameter is the convection 
coefficient h which increases by over 300 percent. Structural tem­
peratures vary in successive iterations because of the simultaneous 
effects of an increasing heat loss to the coolant and a two-fold increase 
in the thermal conductivity. In [1], utilizing realistic thermal pa­
rameters, convergence was achieved in three iterations and calculated 
temperatures were in excellent agreement with results from a lumped 
parameter thermal analysis. 

In this application (132 nodes, 98 elements) the initial formation 
of the element matrices required 25 percent of the CPU (Central 
Processing Units) time for the complete solution. If element matrices 
had been computed at every iteration the time for a complete solution 

0 200 400 600 800 1000 
T, K 

Fig. 2 Temperature variation of thermal parameters 

would have increased by more than 60 percent. Thus, the Jacobian 
matrix computed from unit conductance matrices can result in sig­
nificant savings in computer time. 

Concluding Remarks 
A finite element thermal analysis procedure for elements with 

several temperature dependent thermal parameters is presented. The 
procedure, based on an application of the Newton-Raphson iteration 
technique, is formulated by resolving element matrices into compo­
nent matrices, one component for each thermal parameter. Compo­
nent conductance matrices are evaluated assuming constant thermal 
parameters within an element and are computed once per unit ther­
mal parameter. Significant savings in computer time result from the 
unit thermal parameter concept. The solution procedure applied to 
a convectively cooled structure with significantly varying thermal 
parameters converged in four iterations. 

The thermal analysis procedure has proven to be both an efficient 
and effective technique for nonlinear analysis of practical conduc­
tion/convection problems. 
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Table 1 Finite element predicted temperatures 

Coolant Temperatures, K 

i Nodes 
Iteration 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 

11 
12 
13 
14 
15 
16 
17 
18 

223.7 
225.3 
226.9 
228.7 
229.9 
231.4 
233.4 
234.4 
236.1 
237.9 

Prim 
264.7 
293.2 
324.4 
360.7 
405.9 
480.7 
639.4 
721.1 

225.2 
228.6 
232.3 
236.3 
239.3 
244.1 
249.2 
251.7 
256.0 
260.0 

225.5 
228.9 
233.3 
237.6 
241.2 
244.8 
252.7 
255.0 
259.7 
262.7 

Primary Structure Temperatures, K 
262.9 
310.9 
360.6 
414.5 
469.8 
546.9 
683.9 
741.7 

264.2 
312.1 
360.8 
412.2 
466.3 
544.4 
683.3 
741.1 

3,4 

225.6 
229.0 
233.4 
237.8 
241.6 
247.2 
253.0 
255.4 
259.9 
263.0 

264.3 
312.2 
360.9 
412.2 
466.5 
544.4 
683.3 
741.1 

Temperatures in an Anisotropic 
Sheet Containing an Insulated 
Elliptical Hole 

M. H. Sadd1 and I. SVliskioglu2 

Introduction 
It is well known that when the flow of heat is disturbed by some 

discontinuity (e.g., hole, void or crack), there will be a high elevation 
of the local temperature gradient around the discontinuity. Thermal 
disturbances of this type can produce sizeable thermal stresses and 
in some cases can cause material failure through crack propagation. 
A considerable amount of research has been devoted to such problems 
[1-14]. 
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represent the heat shield, primary structure and aerodynamic skin 
and plate-fin/fluid elements to represent the coolant passage. The 
temperatures on the boundary of the region (except for the coolant 
outlet temperature) are specified. The temperature variations of three 
hypothetical thermal parameters are displayed in Fig. 2. Hypothetical 
parameters are used so that a significant variation of the thermal 
parameters will occur over the structural and fluid temperature 
ranges. 

The finite element calculated temperatures at each iteration for 
selected nodes (Pig. 1) are presented in Table 1. The convergence rate 
is good; four iterations were required to meet the convergence criteria 
of 0.1 percent. The predominant thermal parameter is the convection 
coefficient h which increases by over 300 percent. Structural tem­
peratures vary in successive iterations because of the simultaneous 
effects of an increasing heat loss to the coolant and a two-fold increase 
in the thermal conductivity. In [1], utilizing realistic thermal pa­
rameters, convergence was achieved in three iterations and calculated 
temperatures were in excellent agreement with results from a lumped 
parameter thermal analysis. 

In this application (132 nodes, 98 elements) the initial formation 
of the element matrices required 25 percent of the CPU (Central 
Processing Units) time for the complete solution. If element matrices 
had been computed at every iteration the time for a complete solution 
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Fig. 2 Temperature variation of thermal parameters 

would have increased by more than 60 percent. Thus, the Jacobian 
matrix computed from unit conductance matrices can result in sig­
nificant savings in computer time. 

Concluding Remarks 
A finite element thermal analysis procedure for elements with 

several temperature dependent thermal parameters is presented. The 
procedure, based on an application of the Newton-Raphson iteration 
technique, is formulated by resolving element matrices into compo­
nent matrices, one component for each thermal parameter. Compo­
nent conductance matrices are evaluated assuming constant thermal 
parameters within an element and are computed once per unit ther­
mal parameter. Significant savings in computer time result from the 
unit thermal parameter concept. The solution procedure applied to 
a convectively cooled structure with significantly varying thermal 
parameters converged in four iterations. 

The thermal analysis procedure has proven to be both an efficient 
and effective technique for nonlinear analysis of practical conduc­
tion/convection problems. 
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The majority of this research has been for isotropic materials. Only 
the very recent works by Murata and Ateumi [13] and Atkinson and 
Clements [14] have investigated anisotropic materials. The wide­
spread use of composite materials in structural applications has 
caused a strong need for understanding anisotropic material behavior. 
Consequently information on thermal stress concentrations around 
material discontinuities in anisotropic bodies will have application 
in high-temperature composite materials. 

This present note is concerned with the first part of a general un­
coupled thermal stress problem for anisotropic media, i.e., a deter­
mination of the temperature distribution. Specifically the tempera­
tures in an infinite anisotropic sheet containing an insulated elliptical 
hole will be determined. The problem has an identical formulation 
as the inclusion problem of Yang and Chou [15]. Results of this an­
isotropic study can be directly incorporated in a thermal stress 
analysis investigation, and can also be used in current fracture me­
chanics theories. 

T e m p e r a t u r e P r o b l e m 
For anisotropic solids the thermal conductivity shows directional 

properties, and the heat flux vector g, is not necessarily normal to an 
isothermal surface. For this case the generalized Fourier law of con­
duction would read 

Qi : -ki. 
dxt' 

(1) 

where the conductivity coefficients fe,j form a second order tensor. 
Note that for the isotropic case, kij = kdij, where &ij is the kronecker 
delta. 

Using the general conduction law, equation (1), and the conserva­
tion of energy for steady-state conditions with no heat sources gives 
the heat conduction equation 

d2T 
0, 

dxidxj 

or written out in component form for two dimensions 

, d2T 
ku~—-+ 2hw-

d2T a 2 r 
_ + £22 = 0 . 
2 d * 2 2 

(2) 

(3) 

The temperature distribution problem will be to determine the 
steady state temperatures T(x\, X2), in an infinite anisotropic plate 
lying in the XiA^-plane, which will be referred to as the z-plane. This 
plate is subjected to a uniform heat flux go, at infinity directed along 
the positive 12 axis. The plate also contains an insulated elliptical hole 
whose major axis 2a and minor axis 2b lie along the x\ and X2 axes, 
respectively (see Fig. 1). Although the heat flow is directed perpen-

*2 

4 | | i k i 

dicular to the axis of the elliptical hole, the problem could also b< 
easily solved for an inclined heat flow. 

Using the method of characteristics for linear partial differentia 
equations of order two, the solution to equation (3) can be written ii 
terms of two arbitrary functions T\ and T%, 

T=Tl(x1 + nlxi) + T2(x1 + n2x2), (4; 

where MI and M2 are the roots of the characteristic equation associatec 
with equation (3), which reads 

&22M2 + 2fe12M + &11 : 

Solving the quadratic equation (5) gives 

1 
•• — f - f ex 

«22 
1 ^ 1 1 ^ 2 

(6. 

(6 

or or , / d T \ 2 

Since the homogeneous quadratic form 

, /oT\2 „, dT dT 
* i i ( — ) +2/H2 — —-•• . - „ . , 

\OXi/ dXi OX2 \OX2' 
is positive definite, it follows that ft 11^22 > &122, and so the roots 0: 
equation (6) become complex conjugates. 

We can then write the solution form equation (4) as 

T = r ^ ' ) + T 2 ( ? ) (7 

where 2' = x\ + v-\x% and the superposed bar indicates comple; 
conjugate. With the further restriction that T must be real, equatioi 
(7) becomes 

T = T 1 ( z ' ) + T1(z') = 2Re[T1(z')]. 

The boundary conditions for this problem read 

£ = (9i. 92) = (0, Qo), at infinity 

(8 

(9 
3." XL = 0, on hole 

where n is the unit normal vector on the elliptical hole. The conditio! 
at infinity (9)i gives 

, dT , dT 
« n — + R 1 2 — " = 0, 

dxi OX2 

, dT dT 
«12 1" «22 : 

dXi dX2 
-go-

Solving these equations for the temperature gradients yields 

^ , H = -+ko (10 
d T = f t i 2 g o oT 

dx\ kn H' dx2 H' fen 

Following common methods used in ideal fluid mechanics [16], the 
solution of this problem is found by conformal mapping techniques. 
By employing the three mappings 

z' + Vz'2 — a 2 — Mi2bz 1 
X\ + \1\X2, s= ' ;—; , f = s , 

• JMlb 

(ID 

the exterior of the elliptical hole in the z-plane is mapped to the ex­
terior of a unit circle in the s -plane which in turn is mapped onto th< 
whole /-plane, cut from — 2£ to 2j. 

The boundary condition (9)i, specified by relation (10)2, transforms 
in the /-plane to 

dTi 

df ' 
(12) 

where rrii^ = l/2(a =F imb). Recall this relation was valid far away 
from the hole, i.e., for large /. However, since the /-plane contains no 
discontinuity, relation (12) is actually valid everywhere in the /-plane. 
It should also be pointed out that boundary condition (9)2 is also 
satisfied through this mapping procedure. 

Using the previous ideas, equation (12) can then be simply inte­
grated to obtain our solution. Integrating and using the transforma­
tions equation (11) yields3 

Fig. 1 Schematic of Heat flow around an insulated elliptical hole 

3 The constant of integration for equation (13) has been dropped since it ha* 
no effect on the heat flux conditions 
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Ti(z ' ) : 
m 

'7iH ,H L 
+ v V 2 - 4mim2 z' — Vz7 2 - 4mimJ ' 

2nii 2m2 

(13) 

for the limiting case of b -» 0, the ellipse becomes a line crack of 

lenght 2a, and the temperature distribution, equation (13), be­

comes 

9o 
Ti (z ' )= — V i 7 

Miff 
(H) 

For the isotropic limit (MI = i), the general temperature distribution 

(13) reduces to that found by Florence and Goodier [2]. 

R e s u l t s a n d C o n c l u s i o n s 

Results of the previous analysis are best seen by plotting the iso­

therm lines. A numerical routine was developed [17] to calculate the 

coordinates of the isotherms in the z -plane. For illustrative purposes 

the conductivity components are chosen as fen = 1.0, ku = 1.0 and 

fc22 = 2.0 W/cm-K. Isotherms for three different ratios of minor to 

major axis, i.e., b/a = 0.5,0.2,0.0 are shown in Figs. 2,3, and 4. Using 

equation (10), the temperature gradient for this case far away from 

the hole is VT = q0(l, - 1 ) . Consequently the isotherms should be 

inclined 45 deg to the %\ axis away from the discontinuity. 

The figures clearly show the rapid temperature changes around the 

major sides of the ellipses. This is a local phenomenon; however, these 

large temperature gradients give rise to large thermal stresses. As the 

hole ratio b/a —• 0, the temperature gradient becomes singular at the 

crack tip, see equation (14). Therefore, especially for small b/a, the 

uniform flow of heat could initiate material fracture. A detailed stress 

analysis study of this problem is forthcoming. 

T0t400 

Fig. 2 Isotherms for b/a = 0.5; with fc„ = 1.0 = Ku = 1.0, k22 = 2.0 W/ 
cm-K, q0 = 10.0 W/cm2, To = arbitrary reference temperature 

% 3 Isotherms for b/a = 0.2; with ku = 1.0, k12 = 1.0, k22 = 2.0 W/cm-K, 
<7o = 10.0 W/cm2, T0 = arbitrary reference temperature 

Fig. 4 Isotherms for b/a = 0.0; with k n = 1.0, fc12 = 1.0, k22 = 2.0 W/cm-K, 
qa = 10.0 W/em2, r0 = arbitrary reference temperature 
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C„ = coefficients, equation (14) 
Dn

m = coefficients, equation (17) 
f o = modified Bessel function of first kind 
j n = spherical Bessel function 
Ko = modified Bessel function of second kind 
kt = thermal conductivity 
M = axial source distribution 
Pn = Legendre polynomials of first kind 
q = heat flux, equation (7) 
go = heat flux for zero blockage 
Q„ = Legendre polynomials of second kind 
r = radial distance 
rc = radius of curvature 
R = radius of sphere 
T = temperature 
T\ = temperature of duct 
7 \ = lemperature of body 
T* = dimensionless temperature 
x = distance along axis of symmetry 
6 = Dirac delta function 
H = spheroidal coordinate 
p = radial distance 
£ = axial distance 
f = spheroidal coordinate 
fo = inverse of spheroid eccentricity 
ft, = equation of body, equation (6) 

1 Introduction 
A frequent configuration encountered in nuclear reactors is that of 

an elongated fuel element placed axisymmetrically inside a horizontal. 
tube filled by a cool liquid. Very often liquid metals are used as cool­
ants and under such circumstances the Peclet number is relatively 
small so that heat convection may be ignored with respect to heat 
conduction. The surface temperature of the fuel element is approxi­
mately constant and the wall of the duct is also maintained at constant 
temperature by an exterior cooling. An important engineering pa­
rameter in the design of such body-duct configuration is the flux of 
heat-conduction as a function of the blockage which is defined as the 
ratio between the maximum diameter of the central body and the 
diameter of the tube. 

In the present paper a solution is presented for the temperature 
field in the duct and for the steady heat flux through its wall under 
the assumption of small Peclet numbers (no convection) and iso­
thermal surfaces. The geometry of the problem is depicted in Pig. 1, 
where the heat flux from the slender body, given by p = r(x), is de­
termined as a function of the blockage ratio b/a and the temperature 
difference T% — Ti, between the body and the wall. Since the classical 
method of expansion in terms of orthogonal function can not be used 
in the present configuration, the method of Green's functions and the 
resulting integral equation is instead used. The integral equation, 
which is of the Fredholm type of the first kind, is solved by employing 
the collocation method. It is also shown that for spheroidal bodies an 
exact solution can be obtained, and for this reason the concept of using 
an "equivalent spheroid" is also advocated in this paper. A comparison 
between two numerical solutions for the heat flux for a spheroidal 
shape and for a sharp-edged fuel element is also presented. 

AP 

ILX. 

2b 
2o 
I 

~4̂ »— 

3E ~~^<T2 

X 

— 2c — 
Fig. 1. Definition sketch for axisymmetric body-duct configuration 

2 F o r m u l a t i o n of t h e P r o b l e m 

Consider a source of unit strength lying on the axis of a cylindrical 
duct. Let us define a cylindrical coordinate system (x,p) with its origin 
at the location of the source. Let a denote the radius of the isothermal 
circular tube of temperature TV The temperature field in the cylin. 
drical duct is then given by 

T(x, p) = T1-
Vx2 + p 2 

2 

: + -7T Jo 

' Ko(ka) 

I0(ka) 
Io(kp) cos (kx)dk (l) 

which can be easily verified by employing the well-known relation ([l] 
p. 1261). 

1 2 /» -
- = = - I Ko(kp) cos (kx)dk. (2) 
V I 2 + p2 IT Jo 

Here Ko and /o denote the zeroth order modified Bessel functions 
of the first and second kind respectively. 

Let the equation of an isothermal axisymmetric body lying in the 
center of the duct be denoted by p = r(x) and its surface temperature 
by T2 (Fig. 1). It is convenient to select the origin at the center of the 
body and to normalize distances by c where 2c represents the distance 
between the body foci, hence the body may be generated by a distri­
bution of sources M(£) over that part of the x axis where - 1 < £ < 1. 
If the body has round ends the two extremes of the body should be 
at ±(1 + l/2rc) where rc denote the radius of curvature at the end-
points. The integral equation for the determination of Af(£) is then 

T o - T , Md)di 
V ( x - { ) 2 + r2 

+ - f1 C" M(0^~h(kr) cos Hx-mkd^ (3) 
IT J-i Jo /o(«a) 

which is a Fredholm integral equation of the first kind. 
The numerical solution of (3) is very laborious. First, because of the 

peaking characteristics of the kernel of the single integral, the inte­
gration has to be carried out with special care mainly in the region 
where £ is in the neighborhood of x (note that for the case where x = 
£ the kernel is infinitely large). Second, the numerical evaluation of 
the double integral is time consuming due to the oscillatory behaviour 
of the kernel. In order to overcome these difficulties it is suggested 
to expand M(£) in terms of a Neumann series of Legendre polyno­
mials, 

M(0 = (T2-Tl) £ A„Pn(0 
n = 0 

(4) 

where Pn denotes the nth order Legendre function of the first kind 
and An are coefficients to be determined. 

It is convenient at this stage to define spheroidal coordinates 11 and 
f which are related to the cylindrical coordinates x and p by the fol­
lowing transformation: 

P 2 = (f2 - i ) d - M2), x = Mr (5) 

The equation of the body surface, '(b(x) is then given by 

2f2
t(x) = x2 + r2(x) + 1 + {(x2 + r2(x) + I)2 - 4x2]1 / 2 (6) 

where r(x) denotes the equation of the surface in cylindrical coordi­
nates. 

The selected form for the axial source distribution, (4) is particu­
larly suitable for the computation of the heat-flux in the body-duct 
configuration. Denoting the coefficient of thermal conductivity of the 
medium by kt, the total amount of heat-flux is given by 

q = -kt J 
>s dn 

•dS (7) 

where S denotes the surface of the central body and n is the normal 
direction to the surface. By using the Gauss flux theorem equation 
(7) is expressed as 

9 = -8c7rA e ( r 2 -7 ' 1 ) / lo (8) 

hence the heat-flux depends only on a single coefficient AQ in the in­
finite sum (4). 
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3 T r e a t m e n t of S i n g l e a n d D o u b l e I n t e g r a l s 
Following Morse and Fesbach [1] there exists the following ex­

pansion for the inverse of the distance between arbitrary two points 
in terms of Legendre functions 

- = = ^ = = = t (2n + 1)P„ ( f ) Q„iMPnW 0 ) 
V(x - 0 + r2(x) n=o \f&/ 

where Q,. denotes the nth order Legendre function of the second 
kind. 

Using the orthogonality properties of the Legendre polynomials, 
and after subsituting (4) and (9) in (3), yields 

"(10) 

Similarly, the substitution of (4) into the double integral in (3) 
yields 

1 1 -ivju, 
t J-i Jo Ioika) 

4 ( T 2 - T i ) ^ A ._ r°>K0(ka\ 

X i r" K0(ka)' 

I MiO-^^Ioikr) cos k(x - Ddkdi 
-l J o * 

- t Ani" C-~r-Io(kr)e-**jn(k)dk (11) 
n=o •Jo Jo(ka) 

where only the real part of (11) has to be considered. Here j n denotes 
the nth order spherical Bessel function of the first kind defined by 

jn(k) = -(-Dn C pn(0eik^i 
2 J-i 

(12) 

Combining (10) and (11) together with (3), renders the following in­
finite set of linear equations for the coefficients An: 

T. AnCn(x,r,a) = l 
n*0 

(13) 

where 

Cn(x,r,a) = -2Pn(y)Qn(Zb) 

4 r~K<ika) 
• - ( ' " T~Jo(kr)e~ik*jn(k)dk (14) 

IT J 0 In o(kO) 

A method for solving equation (13) is to take only the first N terms 
in the infinite sum and to satisfy the equation at N chosen nodal 
points on the body. This is the so called collocation method. It is well 
known that the accuracy of this method is very sensitive to the choice 
of the nodal points and more points should be selected around the 
body-ends than over its center. 

Once equation (13) has been solved for the coefficients An the di-
mensionless temperature T* = (T - 7\) /(T2 - Tx) in the duct is given 
by 

T*(x, P)=T.An -2P, 

4 

'» Q QM) 
>K0(ka) 4 r" Kn\Ra. + - ' " I 7-7—7/o(kp)in(fc)e-'Wk 

•w Jo In{ka) 
(15) 

where f(x, p) is defined in (5). 

4 S i m p l i f i c a t i o n s fo r S p h e r o i d a l B o d i e s 
The use of the collocation method introduces numerical inac­

curacies into the solution and should be avoided, if possible. For the 
Particular case where the central body is prolate spheroid, it can be 
shown that it is not necessary to use the collocation method and in­
stead an exact solution can be obtained. Consider the spheroidal body 
given by ffc (x) = f0 = const, where fo is the inverse of the spheroid 
eccentricity. Multiplying equation (13) by Pm(ii) and integrating over 
'he range 1 > ^ > — 1, yields the following set of equations for An: 

E A2nuin" 
n=0 

nDo -2m(a) = 6(m), 

"here 5(m) is the Dirac delta function and 

(16) 

D2n
2m(a) = -

4n + 1 
hntfoMm - n) +- r f" f 

Jo J-i 

X 7^Io[kVWZ:WZ:rW)\e-ik^hn(k)P2m^)d^dk (17) 
Io(ka) 

hence, in contrast with (13), the determination of the coefficients An 

is free of the choice of the nodal points. Equation (17) may be further 
simplified by employing the following relation [2]: 

£ PmWdkVlJJ - 1)(1 - 7 % ' ^ d M = 2i»Pm(f0);m(fc) 

(18) 

hence, 

Do Ho)' 
An + 1 

4 , + _(-
•w 

1)» 

?2n(Jb)o(m - n) 

>°>K0(ka) 

(ka) Jo IQ 

J2n(k)hm(k)dk (19) 

For the case of "zero blockage" the radius of the pipe tends to in­
finity and the integral in the r.h.s. of (19) vanishes. Equation (16) can 
then be solved exactly yielding for the Neumann coefficients 

b(m) 

and 

q o ; 4 c i r M T 2 - T i ) 

2Qo(fo) 

8 C T T M T 2 - T I ) ht^r 

(20) 

(21) 
t?o(fo) L fo • 

for the heat-flux from the surface of an isothermal spheroid at T2 to 
an infinite medium of ambient temperature TV In the limit when c 
-*• 0 and fo ~* °>. the spheroid shrinks to a sphere with finite radius 
given by R = cf0, and equation (21) renders q = 4ir/etjR(T2 - T\). 

5 N u m e r i c a l E x a m p l e s a n d D i s c u s s i o n s 
Numerical results are given for two axisymmetric central bodies 

with the same volume and same length to maximum-diameter ratio 
of V40; a spheroid with round edges and fo = v/40730 and a sharp-
edged body given by 

21 /x +1 + a\ , ,0 54 
( ) (1 -x)2, 
\ 2 + a I 

2W-
640 2533 

(22) 

The two infinite sets of linear equations, namely (12) and (16) were 
solved by using the method of reduction [3] with 32 mesh points given 
by the Gauss 32 point quadrature formula. The amount of heat flux 
in the case of finite blockage depends only on a single coefficient An 
of the infinite series and is given in equation (8). The relative increase 
of the heat flux due to the blockage effect q/qo, is depicted in Fig. 2 
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Fig. 2. Variation of heat-flux versus blockage for a prolate spheroid and a 
sharp-edged body 
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versus the blockage ratio b/a, for the spheroid and for the sharp-edged 
body. For b/a = 0.2, for example (20 percent blockage), the heat flux 
from the spheroid increases by 19 percent whereas the heat flux from 
the sharp-edged body increases by 21 percent. For a larger blockage 
ratio, say b/a = 0.8, the heat flux from the spheroid increases by as 
much as 100 percent and from the sharp-edged body by 130 per­
cent. 

Since the numerical solution for the spheroid is more efficient, yet 
more exact in the sense that it does not depend on the proper selection 
of the nodal points, it is also suggested that one use the concept of 
"equivalent spheroid." This concept is useful in the computation of 
an integral quantity such as the heat-flux from the surface of an ar­
bitrary axisymmetric body. The idea is to replace the body by a proper 
spheroid with the same length and slenderness-ratio and to compute 
the heat flux for the spheroid rather than for the original body. 
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Closed Form Solutions for 
Certain Heat Conduction 
Problems 

A. K. Naghdi1 

I n t r o d u c t i o n 
The exact closed form solutions have been derived for the problem 

of temperature distribution in an infinitely long circular cylindrical 
region subject to steady heat generation applied in a portion of the 
region as described in the following. The internal heat generation per 
unit time and volume q*, which varies as a closed form polynomial 
only in the direction perpendicular to a plane parallel to the axis of 
the cylinder, exists on one side of the plane as shown in Fig. 1. We shall 
give as two examples, the cases of uniform heat generation in a portion 
of the cylinder, and concentrated heat source along a plane parallel 
to the axis of the cylinder. 

A n a l y s i s 
Let us consider a solid circular cylinder with radius R, and choose 

in its cross section sets of nondimensional rectangular and polar 
coordinate systems £, q, and p, 6 as shown in Fig. 1. Here 

It is assumed that there is no dependence of the properties of the 
material in the Z direction, and that the surface of the cylinder is kept 
at zero temperature. Since the heat conduction is two-dimensional, 
from this point we focus our attention only to the circular cross-sec­
tional area. The governing differential equation for the temperature 
field T in the aforementioned cylinder of homogeneous isotropic 
material is given by 

R2 

V2T = p*, p* = q* (2) 
K 
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in which K is thermal conductivity, and V2 is the two-dimension^ 
Laplace operator. 

Case I. Uniform Heat Generat ion on one Side of a Plum-
Para l le l to the Axis of the Cylinder, For this case p* can lit. 
written as 

p * = p l / ( f - f 0 ) , ,:(J 

in which p is a constant, £o is shown in Fig. 1, and 

£/(£-£o) = l f o r £ > f 0 , | 

Let us substitute (3) in (2) and choose Tp as an ^-independent |) l l r-
ticular integral of the differential equation to get 

d 2 T 
• ^ = p t / ( f - & ) . ,Sl 

Integrating both sides of equation (5) twice, and considering thai '/',. 
and dTp/d£ must be continuous at £ = £o, we obtain: 

TP = | t f - { o ) 2 f o r £ > £ 0 , ] 

Tp = 0 for £ < Jo. j "" 

In polar coordinate form, one can write relation (6) as 

Tp = — (p cos B — cos #o)2 for p cos 9 i. cos do 
2 I 

Tp = 0 for p cos 0 < cos do 

in which 90 is shown in Fig. 1. 
Due to the symmetry with respect to the £ axis, one can write the 

complementary solution Tc of equation (2) in the following polar 
coordinate form: 

Tc = Ao + Aip cos 6 + . . . + Anp
n cos n0 + (8.1 

Here Ao, A\,... An are the unknown constants to be determined frnta 
the boundary condition: 

T=TP + TC = Q a t p = l . (1)1 

Let us expand Tp\p=i in Fourier series with respect to 0 and employ 
(9) to get 

Fig. 1 Circular cylinder subjected to a heat source on one side ol 
a plane parallel to the axis of the cylinder. 
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(10) 

in WJ hich 

a0 = — (- + b2) 0O - 26 sin 0O + - sin 20o , 

Ul = S. I" ( - + b^ sin 0„ ~ b (e0 + i sin 20o) 

+ - (- sin 30o + sin 0O) , 

• / - + fc2) sin 20o - 6 ( - sin 30o + sin 0O) 

+ - (e0 + - sin 40o) , >(11) 

P l(i+b2\isinn/)o 

- 6 sin (n + 1)0O + sin (n - 1)0O 

Ln + 1 n - 1 J 

- sin (n + 2)0O + sin (n - 2)0O 

4 Ln + 2 n - 2 J 
+ -

4 

b = cos 0o, n > 3. 

It is seen from (11), that the general term in Tc has elements in the 
form 

- sin [(n + rto)0o] cos n0, (12) 
n + no 

where no = 0, ± 1 , ±2, and is independent of n. Combining sin ra0o or 
cos nOo with cos nO in (12) and letting N = n + no one finds 

„=3n + n0 

1 
2pn» 

sin [(n + no)0o] cos nd 

[ • '" 
Li< 

cos no0 | E — sin Nfa + E ~ sin N<t>2 
-N=3+n9 N 

°1 
N=T+n<s N 

(13) 

nW + r r r s i n n ° 0 £ 7; cosM/>2 - E ^ c o s ^ i 
i/9 ° L^ -W=3+no iV N=3+no N 

0 ! = 0O + », <t>2 = f>0-

The reason that the series on the left-hand side of equation (13) starts 
with n = 3 is that the expressions for a0, a\, a2 do not follow that of 
the general term a„ for n > 3. 

It has been shown in the previous works [1,2,3] that series similar 
to those on the right-hand side of (13) have closed form sums: 

1 , cosh A - 1 
l n — . l n d - e ^ ) , X > 0, E cos m, 

™=i m 2 cosh X — cos 

E sin mi 
m=i m 

"(1 + cosh X) tan-

t- Arc tan 
2 sinh X 

X > 0, 7T > 0 > -TT.1 

T = Tc + - (p cos 0 — cos 0o)2 for p cos 0 5: cos 0o, 
(16) 

T=TC 

in which 

Tc ~ ~ao — a l P COS 0 - d 2 p 2 COS ! 

for p cos 0 < cos ( 

6 / l 

2 

7T IL2 \2 / 

/ - + p) cos 0 + - (— + PA cos 201 [Fi(p, 0) + F 2 ( P , 0)] 

+ [ " ( - - P ) sin 0 - i ( ^ - P2) sin 20 J [Gtip, 6) - G2(p, 0 

1 / i \ r 2 o N 1 
~ - ( - + b2) E T7 (s™ N * i + sin N02) 

2 \ 2 / L N = I N J 

+ 
6 r 3 pN 1 

— cos 0 E — (sin N 0 ! + sin Mfe) 
2p L N = I N J 

11 E — (cos Nfa - cos Nfa) 
LAT=I iV J 

>(17) 

b . 
H sm 

2p 

+ - p2 cos 0 (sin <pi + sin 02) p2 sin 0 (cos 02 ~ cos <t>i) 

1 r 4 pA 

—cos 20 E — 
8p2 U-i N 

[ E ^ 

(sin W0i + sin iV02) 

- sin 20 (cos N<t>2 — cos iV^i) 

Fx(p, 0) •• 
iFip, 0i) for TT > ipi> -IT, 

\-Fip, [2TT - <fi\) for 2ir > 0! > T, 

F 2 ( P , A) = ^(p. 02) for ir > 02 > -if. 

F(p, 0) = 1- Arctan 

' 1 + cosh A n - ) t a n - ' 

sinh ('»;) 
For p < 1, 7T > (p > —IT, 

G1(p,0) = G(p,0i), 

G2(p>0) = G(p>02). 

V(18) 

GiP,4>)= - I n 

cosh 
('»;) 1 

cosh K) • C O S r/> 

+ l n ( l - p ) , 

F o r p < l . 

J»(14) 

Note that the expression for the function Fip, 0) = 2JJ=i pN/N sin /V</> 
does not include the cases for 0 = ±ir. However, it is obvious that the 
values of the series for those angles are zero. 

Case II . Cylinder subject to a concentra ted heat source 
uniformly dis t r ibuted along a plane paral lel to the axis of the 
cylinder. In this case p* can be written as 

K is obvious that for p < 1, one can transform the series on the right-
hand side of (13) to the form given by relation (14). As an example for 
"o = 1 we write 

P* = PsHZ ~ to), (19) 

^ - s i n W , . - sin N(j>i - p sin <j>i 

P2 . P3 P4 

sm 20i sin 30i sin 40i, 
2 3 4 

> (15) 

in which ps is a constant, and <5(£ - Jo) is the unit impulse function. 
The procedure for the determination of the solution in this case is 
identical to that of Case I. Thus, for the sake of brevity we shall only 
list the results: 

Ts - Tcs + ps (p cos 0 — cos 0o) for p cos 0 > cos 0O, | 

*here X = - lnp is a positive number. Therefore, the desired closed-
. r r n solution for the temperature distribution in this case is written 
ln the following form: 

T, = T „ 

in which 

Tcs = -aos - a\sp cos0 

for p cos 6 < cos OQ, J 
(20) 
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[ i ( i + P) cos 6 - 6 J [f !(Pl 0) + F2(p, 0)] 

- - (- - p) sin B [G1(P, 0) -G2(p, 0)] 
2 \p I 

- cos 0 r — (sin Nfa + sin N<fi2) 
lp L N - I N J 

in 9 Z — (cos iV02 - cos Nfa) 
L N = I N J 

+ bp (sin 0i + sin <#>2) |, 

2P 

2p 

>(21) 

a0s = — (sin S0 - 60o)> 

au = —- ( -00 + _ s i n 20o _ b s in0o). 
7T \2 4 I 

It is obvious that in this case dT/dl; is not continuous across the plane 

{ - t o . 
The closed form solutions to the problems of temperature field for 

the cases such as linear or parabolic or other polynomial distributions 
of q* on one side of the plane £ = £o can be obtained similarly. 

D i s c u s s i o n 
Most of the heat conduction problems that are routinely solved fall 

in the category of those in which the boundary of the object and the 
heat source coincide with the employed coordinate lines. Many 
problems of this type have been solved in the past and published in 
text books such as Carslaw and Jaeger [4]. Unfortunately simple 
techniques of solution which solve the aforementioned problems 
cannot easily be applied to the cases considered in this article. This 
is because one of the boundaries of the heat source does not coincide 
with a coordinate line in the polar system p and 0. The contribution 
of this paper can be summarized as follows. The particular integral 
of the governing equation is obtained in closed-form. This process, 
which removes the term representing the singular heat source from 
the differential equation, results in a better convergence of the com­
plementary series solution even if the series terms are not 
summed. 
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discussion 

The Heat Balance Integral in 
Steady-State Conduction1 

B. T. F. Chung.2 The application of heat balance integral meth­
od to two-dimensional steady heat conduction problems is of interest 
because of its simplicity. Although the problems can be solved exactly, 
the evaluation of temperature profile often requires a digital com­
puter, due to the infinite series and eigen-values involved in the so­
lutions. As demonstrated by the author, the approximate analysis 
shows a significant improvement over the one-dimensional analysis 
of heat transfer in extended surfaces. However, we do not agree with 
the author in the following aspects: 

1 There appear to be obvious typographical errors in author's 
equation (13) which should be 

ts__ cos h M(£ -x) + H sin h M(£ - x) 

to cos h MS + H sin h MB 

2 We obtained an expression for b which is quite different from 
that given by equation (17). Our formulation for D is symmetrical with 
respect to Bi and B2 and is given by 

D = l f 6(5x4-52 + 25x32 11/2 

b L2B1 + 2B2 + S iB 2 + 3 J 

I am puzzled by the statement, "Note that although the expression 
for D is not symmetric with respect to Bi and Bi, the solution itself 
is actually symmetric." The solution of heat transfer rate, q/ktoi is 
a function of Db and A/6 only. How can it be symmetric with respect 
to Bi and Bi if Db is not symmetric? 

3 We agree with the author on equation (19) only when H is de­
fined by he/(kD). The definition for H given below equation (19) is 
inconsistent with the one defined earlier for the case of straight fin 
with identical fin coefficient on lower and upper surfaces. 

4 Equation (25) should be corrected to 

d2ts 1 dt„ 2hts 

dr2 r dr~ kbC ~ 

An equal sign and zero are missing in equation (31). 
5 In Figs. 2 and 3, the independent variable 2£/b is chosen to range 

from 0.1 to 10.0 and the ratio of transfer coefficient between the lower 
and the upper surfaces B1/B2 ranges from 1 to 100 (the subscript 1 
"nplies lower surface as can be seen from equation 15). In practice, 
the values of 2B/b for a straight fin are very unlikely to be less than 
unity; on the other hand, the values of Bx /B2 are always less than unity 
•n the case of heat dissipation by free convection. 

l By A. A. Sfeir, published in the JOURNAL OF HEAT TRANSFER Vol. 98, No. 
"• PP- 466-470. 

Associate Professor, Department of Mechanical Engineering, The Uni-
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Author's Closure 

The Author wishes to thank Professor Chung for presenting a 
discussion on the subject paper. 

Due to circumstances beyond the control of the author and the 
Journal, this paper was printed with incomplete correction of the 
galley proofs. This resulted in the typographical errors pointed out 
by Professor Chung. 

However, there seems to be a more serious error in the original 
paper in the expression for D. The new expression given by Professor 
Chung is correct and so are his comments in this regard. Also, in the 
definition of H (following equation (19)), H must be multiplied by 
b/2. 

As for the last point raised, and as far as the heat conduction 
problem is concerned, it makes no difference which of the two sur­
faces, the upper or the lower, has a higher h. In any case, Fig. 3 is given 
only to illustrate the analysis and should not be used as a design chart 
in view of the fact that we have assumed he = V2 C*i + hi). In practice, 
he will be larger than both hi and hi and this would make a big dif­
ference, particularly for short fins. 

The Numerical Prediction of 
the Turbulent Flow and Heat 
Transfer in the Entrance 
Region of a Parallel Plate 
Duct1 

M. R. Malik2 and R. H. Pletcher.3 The recent calculations of 
entry flow in a plane duct [ l]4 have been of interest to us, since such 
a duct is a limiting case of an annular channel, a geometry which we 
are currently studying. The discussions of this paper have become a 
forum for comparing the predictions of various turbulence models for 
this flow. In this spirit, the present communication compares the 
predictions of a recently developed turbulence model with some of 
these earlier calculations [1, 2]. 

In the model to be described in the present communication, we have 
assumed that the eddy viscosity is given by 

« = H-I <« 
Idyl 

1 By A. F. Emery and F. B. Gessner, published in the November 1976 issue of the 
JOURNAL OF HEAT TRANSFER, Vol. 98, No. 4, pp. 594-600. 
2 Research Assistant, Department of Mechanical Engineering, Iowa State 
University, Ames, Iowa. 
3 Professor, Department of Mechanical Engineering, Iowa State University, 
Ames, Iowa. 
4 Numbers in brackets designate additional References at end of discussion. 
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